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ABSTRACT

Artificial intelligence (AI) and the use of neural networks have become
omnipresent in recent years. Neural networks model complex math-
ematical functions that can be based on billions, or even trillions, of
parameters. At the same time, neural networks make decisions that
can deeply impact our lives. Therefore, understanding, testing, and
interpreting these networks and their decisions is an integral part of
model development and deployment. While there exist introspection
techniques that support such understanding, testing, and interpreta-
tion, their adoption for diagnosing systems and explaining decisions
can be difficult. Current problems with the adoption of introspection
techniques are that they are not easily implemented in one’s frame-
work, do not work well in combination to create more meaningful
analyses, and are difficult to interpret.

Through the integration of existing and novel introspection tech-
niques into visualization interfaces, extensive analysis, actionable
insights, and effective diagnosis are made widely available. These
visualization interfaces can be incorporated into existing development
workflows and are designed to support bespoke analysis needs, which
makes the interpretation of findings easier. In this thesis, we present
published visualization interfaces in three different areas, namely qual-
ity assurance, communication, and Al education. These publications
include a visualization approach for correcting mislabeled training
data, an interface for automatic network figure generation to com-
municate network architectures, and an educational environment for
recurrent neural networks (RNNs). Finally, to unify the diverse land-
scape of Al visualization interfaces, we also present a framework for
composing, reusing, exploring, and sharing such interactive machine
learning (ML) interfaces.
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THESIS






INTRODUCTION

ML systems, especially deep learning (DL) algorithms, are becoming
omnipresent and nowadays influence many parts of our everyday
lives. DL has already been integrated into various domains such as
navigation [Chi+19; Wor+19; RC21], recommender systems [PAC18S;
Rag20], medicine [RDK19; WLW20], and many more [JM15]. How-
ever, as is often the case, with great power comes great responsibility,
and ML systems have been shown to be discriminative, error-prone,
and unreliable [BG18; Sno18; AH+18; SC18; WHM19; Obe+19]. As a
result, practitioners [DVK17; JIV1g; DJL21; Sav22] as well as policy-
makers [OEC19; AIEC20] call for explanations and control provided
through ML introspection techniques.

1.1 INTROSPECTION TECHNNIQUES

To facilitate the need for analysis tools, myriad introspection tech-
niques to investigate DL models or data sets have been proposed
by the research community [MCB20o; MV20]. In this work, we use
introspection techniques as an umbrella term for explainability tech-
niques and other approaches designed to foster an understanding of
the problems, limitations, and capabilities of ML models or data sets,
e.g., data set analysis methods or model architecture descriptions. As
such, introspection techniques can be loosely defined as tools that help
human observers understand elements of an otherwise opaque DL
pipeline.

Before going into what introspection techniques are used for, we first
need to define what the term introspection techniques does encompass
and, perhaps more importantly, what it does not include. The terms
interpretability and explainability are often used interchangeably in
the context of DL. Multiple definitions for both terms can be found
online and in research papers. In this work, we adopt the definition
of Rudin [Rud19], who defines interpretable models as those that are
inherently interpretable, whereas explainability only includes post-
hoc explanation methods for black-box models. Thus, interpretability
generally describes models that can be interpreted without auxiliary
explanation, whereas black-box models require introspection tech-
niques to be understood. As such, we do not consider interpretable
models in this thesis but focus instead on the introspection techniques
and visualization interfaces needed to facilitate explainability.

One of the most well-known explainability techniques is attribu-
tion, where activations of neural network units are attributed to input
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features. Attribution methods can be either perturbation-based, e.g.,
[ZF14; FV17], or backpropagation-based, e.g., [ZTF11; STY17]. An-
other well-researched explainability technique is feature visualization,
where the activation of a neuron is maximized by changing the input
image, often through gradient descent [Erh+o9]. Feature visualization
can be used to reason about the features that individual neurons or
combinations of neurons, such as channels or layers inside a neural
network, have learned. There are also several data-based explainability
methods, the most prominent of which might be counterfactual ex-
planations [WMR17]. For a more complete overview of explainability
methods for DL, the field guide published by Ras and Xie et al. serves
as a good starting point [Ras+22]. In our work, we use explainability
techniques as a technical foundation of the presented visualization
interfaces.

In addition to explainability, our definition of introspection also
includes the numerous tools that are not targeted directly at explain-
ing the decisions of ML models or what they have learned. The most
common techniques here might be analysis techniques related to
training data sets. In this context, labeling approaches might be eval-
uated [KSA11; Lea11], or training data set fairness tested [Aka+21].
Another example for introspection techniques aside from explainabil-
ity is documentation methods [Arn+19; BF18]. The most prominent
of these documentation methods is Datasheets for Datasets [Geb+21].
In this work, Gebru et al. apply the idea of datasheets in electri-
cal engineering to the domain of DL. Their Datasheets for Datasets
describe important attributes of a data set, e.g., overview statistics,
collection methods, and intended uses. A similar approach but for
model reporting has been proposed by Mitchell et al. [Mit+19]. Similar
to explainability, such introspection techniques are used in our work
as a technical foundation for visualization interfaces.

Now that the scope of introspection methods has been clarified,
we also need to specify the rationale behind the development of in-
trospection techniques. In their review, Marcinkevics et al. list trust,
causality, reliability /robustness/transferability, fairness, and privacy
as potential goals of explainability methods [MV20]. Additionally, we
have seen that documentation methods can be important for reusabil-
ity [Mit+19; Geb+21]. This list describes some of the most common
objectives of introspection techniques but does not claim to be exhaus-
tive. Furthermore, these objectives typically vary depending on the
application area and target users of introspection techniques [Hoh+18].
As such, introspection techniques can be, e.g., roughly assigned to the
spectrum between developer-focus and end-user-focus [Ras+22].

As mentioned before, we use introspection techniques as a techni-
cal foundation for our work. To this end, our work also includes
novel introspection approaches. In this thesis, we mainly focus on data
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collectors, developers, researchers, and decision-makers in the ML
pipeline, but not end-users as our target audience. More importantly,
our work is focused on how introspection techniques can be made
more accessible through visualization. The following section explains
the role of visualization interfaces in the context of DL introspection
and provides an overview of the work in this area.

1.2 ML VISUALIZATION INTERFACES

While the necessity of introspection techniques for analyzing ML mod-
els and data sets is apparent [DVK17; Sav22], their existence alone is
not sufficient. Introspection techniques need to be understandable for
their target audience and usable in their specific problem context. If
not designed and presented adequately, introspection techniques can
fail their users [For+20] or even have adverse effects [Rud19; Sto+22].
We have found that, despite their existence, many introspection tech-
niques are rarely used and shared between collaborators working on
ML systems, as it can be hard to integrate them into their workflow
and problem context [Bau+22c].

One way to counteract this lack of broad adoption of introspection
techniques is to improve their presentation, usability, and integrata-
bility [Wan+22]. Visualization is one way to achieve better usabil-
ity and understandability of introspection methods [Yan+20; Str+21;
Mes+22]. Data visualization transforms abstract data into meaningful
representations, thus fostering knowledge communication and dis-
covery [Hoh+18]. Although visualization research is relatively new
to the domain of ML, it has already had a remarkable impact on the
domain. In their interrogative survey, Hohman et al. refer to the short
yet impactful history of visual analytics in the domain of ML [Hoh+18]
while providing an overview of the visualization work in the domain
of DL.

Despite not being the first to apply visualization to DL, Zeiler and
Fergus [ZF14] are often considered to have popularized the use of
visualization for neural network introspection. They presented an
approach to project learned features back to input images through
deconvolution. Since then, countless papers at the intersection of
visualization and DL have been published. In the following, we will
discuss recent publications in the three areas that our contributions
can be attributed to, namely quality assurance, communication, and
education.

1.2.1  Quality Assurance

When the predictions that DL systems make have a large impact
on our lives, it is just natural that practitioners, affected end users,
and independent organizations ask for quality guarantees [Ham+20;
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AIEC20]. To investigate the quality of DL systems, visualizations that
support human overview are often employed [Mes+22].

Those focusing on neural network prediction quality assurance
are amongst the most popular of such visualization interfaces. With
Boxer, model predictions can be interactively compared [Gle+20]. This
comparison supports model diagnosis and selection. Combining this
comparative visualization approach with set algebra further enables
subgroup analysis. There even exists a testing framework, Vatun, for
CNNis [Par+21]. Those tests can reveal differences between models and
surface reasons for neural network predictions. Similarly, the what-if
tool [Wex+20] and the language interpretability tool [Ten+20] enable
probing into an ML model through what-if-based analysis.

There are also visualization interfaces for the detection and mitiga-
tion of the fairness issues that many ML models have. With FairVis,
predictions for intersectional subgroups can be compared as a means
to evaluate model fairness [Cab+19]. In a later publication, Wang
et al. introduce DistriLens [Wan+20]. They propose improved means
by which subsets of data that are worth investigating can be found.
During the time of working on this thesis, we have also worked on
a visualization interface for bias detection [Bau+22a]. In our work,
which is not included as one of the main contributions of this thesis,
fairness for large label spaces can be visually investigated. As bias
detection can be a labor-intensive process, modern approaches also
use crowdsourcing to reliably discover and scale the bias detection pro-
cess [Cab+21]. In this approach by Cabrera et al., systematic failures
can subsequently be discovered and analyzed using a visualization
interface.

Aside from model analysis and bias detection, ML data can also
be analyzed and improved. To this end, Dataset Cartography helps
diagnose data sets throughout the training process [Swa+20]. Here,
samples within the data set are tracked so that one can resolve which
of these samples are hard to learn for the model. Other visualizations
that are focused on data iteration help track how a data set evolves over
the course of the development process [Hoh+20]. To correct mislabeled
data, Xiang et al. use trusted data samples to guide users to potentially
mislabeled data [Xia+19]. Many visualization interfaces help resolve
labeling errors that are introduced by less experienced crowd workers.
Liu et al. designed such a visualization interface by incorporating
expert validation to improve crowdsourced image labels [Liu+18].
Similar approaches have been proposed for domains other than image
classification, such as for object detection [Che+21], often using an
iterative process for data correction.

In this thesis, we also present an approach to correct mislabeled
training data for image classifiers. Our work introduces an introspec-
tion technique that is based on using the classifier to guide practition-
ers to potentially mislabeled data samples [BNR20]. Additionally, this



1.2 ML VISUALIZATION INTERFACES

work includes a visualization interface that facilitates the adoption
and usage of this introspection technique.

1.2.2 Communication

While quality assurance has seen more attention from the research
community, visualization can also be employed for communicating
DL introspection. Such communication methods can create a broader
adoption of DL models or data sets and foster a shared understanding
of the involved concepts.

One line of research for communicating findings about ML sys-
tems are ML documentation visualizations. In this area, Holland et al.
[HHN20] proposed the concept of Dataset Nutrition Labels. Dataset
Nutrition Labels are modular graphics describing different aspects of
a data set. These labels can be seen as a more visualization-focused ap-
proach to the previously mentioned Datasheets for Datasets [Geb+21].
Know Your Data takes this approach of broadly sharing insights
about data sets one step further and displays data distributions and
introspection results for many ML data sets in an interactive web-
dashboard [Inc21a].

Other communication approaches are aimed at conveying model
architectures. Many DL frameworks even have such model archi-
tecture visualization techniques directly built in, such as Tensor-
Board [Won+17], Caffe [Jia+14], and Keras [Cho+15]. However, these
detailed visualizations are designed for debugging purposes rather
than for broad communication. In contrast, visualization interfaces
that are designed to help create abstract publication figures, such
as drawconvnet [Din18] and convnetdrawer [Uch19], can be used to
generate publication figures and, in turn, broadly communicate neural
network architectures. Similarly, NN-SVG can also be used to generate
publication-tailored neural network visualizations [Len18].

This thesis includes Net2Vis, a visualization interface that can be
used to generate publication-tailored CNN architecture visualiza-
tions [BOR21]. These visualizations can be created automatically from
the modeling code, employing a unified design grammar and reducing
the time needed to create such visualizations. In contrast to the afore-
mentioned related projects, Net2Vis supports creating visualizations
for modern, large CNN architectures.

1.2.3 Education

With the growing power of DL comes an increased popularity of DL
techniques. As such, many students, as well as practitioners from
other research or product fields, are eager to learn about DL tech-
niques. Catering to this need, modern explorable explanations have
been developed. Such explorable explanations are interactive inter-
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faces that communicate learning material, often through visualization
in combination with text. For fields other than DL, such explorable
explanations have existed for a long time, preceding the DL era. Hund-
hausen et al. investigated the effectiveness of such general explorable
explanations [HDSo2; HBo7].

The work most closely related to DL education is focused on pro-
gramming education. In this area of work, Guo proposed an online
Python tutor [Guo13]. Building on their earlier work, Guo et al. sub-
sequently proposed Codechella, where pair programming for educa-
tional purposes is supported through an online visualization inter-
face [GWZ15]. Ynnerman et al. later proposed to summarize these
ideas under the term exploranation, which covers explorable explana-
tions for educational purposes [YLT18].

In the domain of DL, these explanations shed light on the properties
of DL models or data sets, their functionality, or their application
domain. Harley proposed a visualization interface where users can
experiment with their own inputs to a neural network model [Har15].
While it is not yet possible in their approach to train a model, visualiz-
ing how it processes data educates learners about the model’s internals,
nonetheless. To explain how adversarial examples deceive DL systems,
Norton and Qi propose the Adversarial Playground [NQ17].

In RevaCNN, Chung et al. focus more on exploring the activa-
tions of a neural network rather than explaining the training proce-
dure [Chu+16]. While a model can be trained in their approach, their
main visualization is focused on the network’s activation space. The
most well-known example of conveying the training process of a neural
network might be Tensorflow Playground. In Tensorflow Playground, a
simple neural network can be trained in the browser [Smi+17]. GanLab
provides a similar in-browser training experience with explanations for
generative adversarial networks [Kah+18b]. However, GanLab targets
a different, more complex type of neural network, namely genera-
tive adversarial networks. Both Tensorflow Playground and GanLab
include simple data representations, animated data transformations,
and explanatory text to support learners.

In contrast to these technical explanations, ValueCards educate
students about the social impacts of ML systems [She+21]. Targeting
Al-novices, Shen et al. tested their ValueCards on college students,
which improved the students” understanding of different Al concepts.

In this thesis, we present an interactive visual education environ-
ment for a different type of neural network, namely recurrent neural
networks [Bau+22b]. Additionally, we are the first to quantitatively
evaluate the effectiveness of such a web-based DL educational envi-
ronment.
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1.2.4 Unification

Similar to the aforementioned research publications, we also use vi-
sualization techniques to make neural network introspection more
usable, understandable, and applicable. To support these needs, we
developed both introspection techniques and visualization interfaces
as part of the work included in this thesis. The visualization interfaces
presented in this work can be categorized by their target usage of
quality assurance, communication, or education, as outlined above.

While visualization interfaces that integrate introspection techniques
bring great benefits in these areas of Al explainability, “scholars from
different disciplines focus on different objectives and fairly independent topics
of Explainable Al research” [MZR21]. In turn, visualization interfaces
can often not be shared between different practitioners, reused across
domains, or combined into more powerful explainability tooling. To
address this issue of non-unified visualization interfaces, frameworks
for the composition of interfaces, such as ipywidgets [Jup21] and
Streamlit [Inc21b], can be used. However, these frameworks lack the
flexibility that many practitioners require in order to create bespoke
visualization interfaces that address their analysis needs [Koe+19;
Zha+20]. To this end, Marcelle presents one possible architecture
for composing such ML interfaces [FCS21]. Similar to Marcelle, we
present Symphony, which can also be used for the composition of
interactive ML interfaces [Bau+22c]. However, Symphony not only
lets practitioners compose multiple interfaces but also makes them
available across platforms, including reactive interaction techniques.

1.3 STRUCTURE OF THIS WORK

We just described how introspection techniques that are made ac-
cessible through visualization are needed in ML to ensure quality,
communicate findings, and educate learners. To support this need, we
set our research agenda for this dissertation as follows:

Develop methods for ML introspection
and make them accessible through visualization.

Our work is detailed in Chapter 2 in the form of four individual
research paper contributions. This includes both novel introspection
techniques as well as visualization interfaces designed to make these
tools accessible to the respective target audience. Whereas introspec-
tion techniques can be used to gain insights into an ML model or
data set, visualization interfaces can communicate these insights and
make them actionable. We begin Chapter 2 with a visualization inter-
face that has been designed to support the correction of mislabeled
training data with the help of the trained classifier itself. Next, we
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describe a visualization approach that fosters research communication
through an interactive, code-based generation of publication-tailored
CNN architecture visualizations. Third, we present a visual and in-
teractive learning environment for RNNs, which we compared to
classical learning environments in a quantitative evaluation. To bring
these diverse visualization interfaces for neural network introspection
closer together, we have worked on a framework called Symphony.
Symphony can be used to compose visualization interfaces in different
environments and share them with the various stakeholders working
on separate aspects of the ML pipeline.

Finally, Chapter 3 concludes this thesis. In this conclusion, we briefly
summarize our contributions and explore directions in which further
improvements could bring great benefits.

1.4 PUBLICATIONS INCLUDED IN THIS WORK

This thesis is a cumulation of previous publications that are listed here
in order of their appearance in the thesis.

[BNR20] Alex Bauerle, Heiko Neumann, and Timo Ropinski. “Cla-
ssifier-Guided Visual Correction of Noisy Labels for Im-
age Classification Tasks.” In: Computer Graphics Forum
39.3 (2020), pp. 195—205.

[BOR21] Alex Bduerle, Christian van Onzenoodt, and Timo Ropin-
ski. “Net2Vis—A Visual Grammar for Automatically Gen-
erating Publication-Tailored CNN Architecture Visualiza-
tions.” In: IEEE Transactions on Visualization and Computer
Graphics 27.6 (2021), pp. 2980-2991.

[Bau+22a] Alex Bduerle, Patrick Albus, Raphael Stork, Tina Seufert,
and Timo Ropinski. “exploRNN: Understanding Recur-
rent Neural Networks through Visual Exploration.” In:
The Visual Computer (2022).

[Bau+22b] Alex Biuerle?, Angel Alexander Cabrera®, Fred Hohman,
Megan Maher, David Koski, Xavier Suau, Titus Barik, and
Dominik Moritz. “Symphony: Composing Interactive In-
terfaces for Machine Learning.” In: Proceedings of the 2022
CHI Conference on Human Factors in Computing Systems

(2022), pp. 1-14.
1.5 OTHER PUBLICATIONS
During the work on this thesis, several other research papers were

published. While these publications are not described in detail in this
dissertation, they also influenced this thesis:

1 Shared first co-authorship
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[BJR22] Alex Bduerle®, Daniel Jénsson®, and Timo Ropinski. “Neu-
ral Activation Patterns (NAPs): Visual Explainability of
Learned Concepts.” In: (2022). arXiv: 2206.10611 [cs.AI].

[Bau+22a] Alex Biuerle®, Christian van Onzenoodt', Simon Der
Kinderen, Jimmy Johansson Westberg, Daniel Jonsson,
and Timo Ropinski. “Where did my Lines go? Visualiz-
ing Missing Data in Parallel Coordinates.” In: Computer
Graphics Forum (2022).

[Bau+22b] Alex Bauerle, Aybuke Gul Turker, Ken Burke, Osman
Aka, Timo Ropinski, Christina Greer, and Mani Varadara-
jan. “Visual Identification of Problematic Bias in Large
Label Spaces.” In: (2022). arXiv: 2201.06386 [cs.AI].

[BW20] Alex Bauerle and James Wexler. “What does BERT dream
of?” In: VISxAI 2020 (2020).

[Aka+21] Osman Aka, Ken Burke, Alex Bauerle, Christina Greer,
and Margaret Mitchell. “Measuring model biases in the
absence of ground truth.” In: Proceedings of the 2021 AAAI
/ACM Conference on Al, Ethics, and Society. 2021, pp. 327—

335-

[Web+20] Matthias Weber, Alex Bauerle, Matthias Schmidt, Matthias
Neumann, Marcus Faendrich, Timo Ropinski, and Volker
Schmidt. “Automatic identification of crossovers in cryo-
EM images of murine amyloid protein A fibrils with
machine learning.” In: Journal of Microscopy 277.1 (2020),
pp. 12—22.

1 Shared first co-authorship
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CONTRIBUTIONS

Following our mission to develop methods for ML introspection
and make them accessible through visualization, we published sev-
eral visualization interfaces. Some of these publications include novel
introspection techniques that build the foundation of these visualiza-
tion interfaces. Altogether, our work enables ML model introspection
through visualization interfaces, fostering the understanding of differ-
ent aspects within the ML pipeline.

Communication Education————

Bauerle et al. 2021, TVCG Bauerle et al. 2022, TVCJ
Net2Vis - A Visual Grammar exploRNN: Understanding
for Automatically Generating Recurrent Neural Networks

Publication-Tailored : g
CNN Architecture Visualizations through Visual Exploration

~———Quality Assurance

Bauerle et al. 2020, CGF
Classifier-Guided Visual Correction
of Noisy Labels
for Image Classification Tasks

Bauerle and Cabrera et al. 2022, CHI
Symphony: Composing Interactive

L Interfaces for Machine Learning )

Figure 2.1: We developed visualization interfaces in three different categories.
Quality assurance is supported by our approach to correct mis-
labeled training data. Research communication is improved by
Net2Vis, which simplifies and unifies the generation of CNN
architecture visualizations. exploRNN supports learners who are
interested in understanding RNN architectures. Finally, to pro-
vide a unified framework for ML visualization interfaces, we
developed Symphony.

Figure 2.1 depicts how our publications included in this work ad-
dress three aspects of the ML development pipeline. These aspects
are quality assurance, communication, and ML education. To sup-
port quality assurance, we present a method to correct mislabeled
training data for image classification tasks [BNR20]. Here, we use the
classifier itself to guide practitioners to potentially mislabeled data
samples. Then, human observers can correct the data set by changing
labels or removing data points. Second, to enhance research commu-
nication, we developed a method for generating CNN architecture
visualizations directly from the code that defines them [BOR21]. This
visualization interface provides a design language that can be used
for different models and supports practitioners in their paper writ-
ing process. Third, we introduce exploRNN which is an interactive
visualization interface to teach the concepts behind recurrent neural
networks [Bau+22b]. This interactive learning environment has been
developed following predefined educational objectives and challenges.
We also tested the usefulness of learning environments like exploRNN
by comparing the learning outcome, required cognitive resources, and
joy while learning to a conventional text-based learning environment.

13
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CONTRIBUTIONS

In sum, visualization interfaces such as the ones we developed for qual-
ity assurance, communication, and education help make introspection
techniques accessible to their intended target users.

Finally, while such visualization interfaces can support investigating
specific aspects of the ML pipeline, they are rarely designed to be
reused in different contexts or by different stakeholders. We devel-
oped Symphony [Bau+22c] to support such reusability and shareability
while maintaining the explorability of visualization interfaces for ML
introspection. The Symphony framework is designed to unify the
landscape of ML interfaces. With Symphony, ML interfaces can be
combined and reused in different environments, such as computa-
tional notebooks and web-based dashboards.

2.1 CLASSIFIER-GUIDED VISUAL CORRECTION OF NOISY LABELS
FOR IMAGE CLASSIFICATION TASKS [BNR20]

Modern DL models require large training data sets to unfold their
generalization potential. As such, training data sets for image classi-
fication models nowadays contain up to 10 million images [Kuz+20].
For classification models, these large data sets need to be labeled so
that the model can be trained on the loss measured between a model
prediction and the ground truth label of a training data sample. As-
signing ground truth labels for such a large number of images is not
feasible for any single person, and paying domain experts to label
large numbers of images is often too expensive. Therefore, labeling
is often outsourced to crowdworkers who do not necessarily have
the domain knowledge to correctly label every single image [KLA17;
Ras+10]. Sometimes, automatic approaches are even used to obtain
labels for image data sets [Usa+11]. These approaches take into ac-
count available information about the images in the data set, e.g.,
captions or descriptions, to assign labels to a large number of im-
ages automatically. Just like obtaining labels from non-expert human
annotators, automatically extracting labels from metadata is error-
prone [Zha+21]. However, when the training data contains incorrect
labels, model performance can degrade quite drastically [NOPF1o0;
Pec+06]. To address this issue, we worked on quality assurance for
ML applications through a visualization interface. This visualization
interface uses the trained classifier as a guide to potentially mislabeled
data. Practitioners can make use of this guidance for interactive label
error correction.

CONTRIBUTIONS

In this work, we make three main contributions towards detecting
and correcting errors in labeled training data. First, we propose a
categorization of common types of errors in image classification train-



2.1 CLASSIFIER-GUIDED VISUAL ERROR CORRECTION

ing data. Second, we develop measures that take these error types
into account. With these measures, users can be guided to potential
errors in the data set. Third, we provide a visualization interface that
incorporates these metrics as means for user guidance and allows for
a direct manipulation of labels. Altogether, our approach is based on
the classifier output itself and requires no additional information to
facilitate error correction.

IMPLEMENTATION

We identified three main types of errors that may occur in labeled
image classification training data. Class Interpretation Errors (CIEs)
occur when a labeler confuses two classes (e.g., the way of writing ones
and sevens between different western cultures). Since entire classes are
confused for this type of error, there exists a set of training samples
where all images are mislabeled in the same way. To detect candidates
for this type of error, we search for unusually large numbers of data
samples that are labeled as {j but classified as y. In contrast, Instance
Interpretation Errors (IIEs) occur when only one single data point
has been mislabeled. One way these types of errors typically get in-
troduced is through plain misclicks. To guide users to these types of
errors, we search for data samples that are confidently misclassified.
Mathematically, this means that the assigned classification probability
for label y is much larger than that for {J. For spotting Similarity Errors
(SEs), we extract images that are highly similar through similarity met-
rics. We use SSIM as a similarity metric [Wan+o4], but any similarity
metric for images would work in this context. To reduce the number
of images we need to calculate similarity scores for, we only measure
similarity between images that the classifier assigned the same label to.
If the classifier already sees two images as different enough to assign
different classification results, we assume that these images must be
sufficiently different.

While these error types helped us design metrics that can guide
users to error candidates, there is no guarantee that error candidates
extracted through these metrics actually correspond to labeling errors.
Instead, for CIEs and IIEs, there is always the possibility that the
model is just not performing well on these samples, while SEs might
be intentionally added to augment the data distribution or emphasize
certain important image features. Therefore, extracted error candidates
require human oversight before being resolved. We support such
human oversight in a three-step process. Practitioners first need to
detect potential errors in classification training data, then they can
reason about these error candidates, before eventually resolving them.

In our visualization interface, detecting error candidates is sup-
ported through visual guidance. This guidance is implemented through
the visualization of the aforementioned metrics. For both CIEs and
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Figure 2.2: A modified confusion matrix is used to guide practitioners to
potential labeling errors in the training data set. Cells are sorted
according to their CIE score, bars indicate IIE scores, and du-
plicate icons depict high SE scores. Figure taken from Bé&uerle
et al. [BNR2o0].

IIEs, we are only interested in data samples where the classifier dis-
agrees with the human annotator. To guide users to these samples,
we organize the data in a modified confusion matrix as shown in Fig-
ure 2.2. Cells that contain correct classifications (agreement between
annotator and classifier) are not as important for error detection. There-
fore, we can use these correctly classified samples as visual anchors,
placing them in the first column of the matrix to resolve the label that
was assigned for all data samples in the respective row. To highlight
potential CIEs, we sort the rows so that rows that contain more mis-
classified images appear at the top. Within each row, we further sort
all cells from left to right by the number of misclassifications they
represent. As this reorganization removes the columnar mapping of
columns to model predictions, we place a representative data sample
in each cell to clarify the model prediction it represents. To further
highlight potential CIEs, cells that represent large numbers of mis-
classifications are colored in blue. For IIEs, we are interested in the
most confident misclassifications, i.e., where the model assigns a much
higher probability to y than {j. To visualize this confidence score, we
display a histogram within each cell, whereas the vertical positioning
of a histogram bar indicates misclassification confidence. The most
confident misclassifications are thus represented by bars close to the
top of a cell. SEs can occur in any cell regardless of whether it rep-
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resents misclassifications. To guide users to these error candidates,
we place a duplicate icon over any cell that contains samples with a
high similarity score. Altogether, this overview visualization guides
practitioners to all three types of typical labeling errors we identified
for image classification training data.

To reason about error candidates, one can look more closely at the
data samples that one of the cells in this matrix visualization contains.
For large numbers of samples, i.e., for CIEs, we display a list of all
samples within one cell. To spot IIEs, we use a projection visualization
of the images. IIEs typically represent a different data distribution than
plain misclassifications as they display a different class. Therefore, IIEs
can often be found by looking at outliers that are well visible using
such a projection [Mcl+18]. For SEs, the most similar images of the cell
are displayed separately in a list so that they can be easily compared.
Looking at these images in detail allows practitioners to make an
informed decision on the correctness of individual data samples.

Finally, to resolve error candidates, labels can be either confirmed
or changed directly in our visualization interface. Additionally, if
duplicates have been found or a data sample does not appropriately
represent any label, data samples can also be removed entirely from
the data set. The whole process of training a classifier, obtaining error
scores, and visually investigating potential errors can be repeated
multiple times, as with each iteration, different images might be
suggested as error candidates. Once data quality is sufficient, the data
set and model can go into productive use (see Figure 2.3).

FINDINGS

During this research, we found several errors in real-world benchmark
data sets such as MNIST [LC10] and CIFAR 10 [Kri+og]. Additionally,
to evaluate our approach, we conducted a qualitative user study with
10 participants. After a brief introduction, participants were asked
to correct an intentionally corrupted version of the MNIST data set
within a 15 minute session of using our visualization interface. We
introduced all three error types, which resulted in 3,300 incorrect
labels and 5 duplicates in total. All participants resolved all duplicates
and changed the labels of 2,902 images on average. Of these changed
labels, an average of only 27.5 labels were incorrectly changed. In total,
they managed to correct 85.65% of the mislabeled data in just this one
15 minute session. On average, this increased classifier accuracy from
94.37% t0 99.05%. In turn, we conclude that this method works for the
intended use case of correcting mislabeled image classification training
data. When looking at the images that were incorrectly changed, we
found that many of them could be argued to be incorrectly labeled in
the original data set instead.
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Figure 2.3: We use the classifier to guide ML practitioners to error candidates
in a training data set. Then, errors can be reasoned about and
resolved within a visualization interface. After this correction
process, the data set and model can either be used productively
or refined through further iterations of data correction. Grey
boxes are existing steps of the process, while red boxes represent
what we propose to add. Figure taken from Béuerle et al. [BNR20].

Overall, this project presents a technique to extract error candidates.
These error candidates can then be interactively corrected through
a visualization interface to ensure classifier quality. To support error
correction, we propose a categorization of typical error types for image
classification data. Through measures that are based on classifier
response analysis, we provide means to identify candidates for these
error types. Finally, to detect, reason about, and resolve potential
errors, we implemented a visualization interface that incorporates
the aforementioned metrics. In a qualitative user study, we saw that
the proposed approach helped correct errors in a corrupted image
classification data set.

2.2 NET2VIS — A VISUAL GRAMMAR FOR AUTOMATICALLY GEN-
ERATING PUBLICATION-TAILORED CONVOLUTIONAL NEURAL
NETWORK (CNN) ARCHITECTURE VISUALIZATIONS [BOR21]

The second focus area in this thesis was the communication of findings
about ML data or models. As shown in Figure 2.4, we saw a clear
trend toward including such figures in research papers at prime con-
ferences for vision-related ML tasks. However, when looking at how
visualizations of ML model architectures are used in publications, we
found that mostly one-off, handcrafted visualizations are employed.
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In turn, these figures lack a common visual grammar as different
researchers create figures based on their gusto and capabilities rather
than agreed-upon conventions. Creating such figures also requires a
significant time investment that could otherwise be directed towards
improving the main content of the publication. Finally, handcrafted
figures are error-prone since they are often generated just before pub-
lication. Based on these findings that we extracted from a survey of
existing publication figures, we set out to develop Net2Vis. Net2Vis
simplifies and unifies the creation of publication-tailored CNN model
architecture visualizations.
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Figure 2.4: Number of CNN architecture figures we extracted from all ICCV
and CVPR papers between 2013 and 2019. We searched for pages
of papers containing figures and the words figure and architecture
in the same line to extract these. Then we manually filtered them
to obtain only neural network architecture visualizations. Figure
recreated based on Bauerle et al. [BOR21].

CONTRIBUTIONS

In this work, we make three contributions towards simplifying and
enhancing the presentation of CNN model architectures. First, based
on expert feedback and the evaluation of a set of existing visualiza-
tions, we propose requirements for an effective communication of ML
model architectures. Second, we developed a visual grammar for CNN
architecture visualizations and provide an online platform where ML
practitioners can obtain publication-tailored visualizations directly
from the code that defines their architectures. Third, we release a data
set of 751 annotated neural network architecture visualizations that
have been extracted from all papers published at ICCV and CVPR
between 2013 and 2019.
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IMPLEMENTATION

While there exist other approaches to automatically generate visual-
izations of neural network architectures, neither of them is designed
for the compact visualization of modern neural network architectures
that is required for publication figures. Visualization approaches such
as TensorBoards graph visualizer [Won+17], Cafe’s Netscope [Gsc17],
and Netron [Roe18] are powerful visualization interfaces that sup-
port all kinds of architectures. However, they are designed for use
during the development of neural network models. As such, these
interfaces show a detailed, vertical visual encoding, which can help
investigate an architecture in detail but would not fit into a publi-
cation. There are also more abstract visualization approaches such
as convnetdrawer [Uch19] and drawconvnet [Din18]. However, these
visualization environments do not support modern neural network
architectures as they cannot display parallel execution paths or aggre-
gations of layers. To fill this gap, we developed Net2Vis, an interactive
interface for the generation of visualizations based on the Net2Vis
visual grammar. An example of a figure generated with Net2Vis can
be seen in Figure 2.5.
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Figure 2.5: Visualization of a U-Net variant. It was automatically generated
using Net2Vis based on the Keras code describing the architec-
ture. Data flows from left to right. Glyphs represent layers or
aggregates, while lines represent connections. Glyph widths com-
municate feature size, while heights communicate the spatial
resolution. Both values are also given through labels. Dashed
boxes on the left and right serve as placeholders to provide in-
put and output samples. The legend communicates layer types
and the composition of aggregates. Figure taken from Béauerle
et al. [BOR21].

As a foundation for our proposed visual grammar, we analyzed and
annotated 751 neural network architecture figures, which we extracted
from ICCV and CVPR papers that were published between 2013 and
2019. We coded each visualization based on different attributes, such
as what dimensionality the encoding uses, how layers are laid out,
how connections are visualized, and more. Additionally, we talked
to ML practitioners who worked on some of these publications to
obtain direct feedback about their needs and wants. Based on this
analysis, our visualization design incorporates considerations for both
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visualizing the overall model structure and how to encode individual
layers.

For an overview, the most important piece of information that needs
to be communicated about a neural network architecture is the data
flow through a model’s layers. We follow the reading direction of
most western cultures and position the layers of the neural network
architecture from left to right. As modern architectures can contain
parallel execution steps, we draw lines between a layer that sends data
to another layer. However, such a line-based encoding can introduce
size-related attention bias, where the centerline of the visualization is
seen as more important than separate paths of execution. As there is
no importance ranking in neural network architectures, our goal was
to mitigate this size-related attention bias. Therefore, we add multiple
handles to layers that start or combine parallel execution steps. With
this visual encoding, the flow of data is communicated in a way that
supports and promotes CNN architectures. However, the resulting
visualized graphs can exceed the space that is typically available for
such a figure in a publication. To compact the resulting graphs, ML
practitioners can combine repeated structures in their networks into
groups. Such combinations are replaced with a single layer glyph and
resolved in a legend that maps layer types to colored glyphs.

The visual encoding of an individual layer in a neural network
model in Net2Vis is focused on communicating the important trans-
formation into and out of latent space. For this data transformation
to be communicated effectively, we map the height of a layer glyph
to the spatial resolution it operates on. However, assigning one fixed
height to a layer glyph leaves the question of how a layer that changes
the spatial dimension of the data through its operations should be
depicted as the incoming data dimensionality does not match the
dimensionality after the layer has been applied. To remove this am-
biguity, we assign different height values to the respective ends of a
layer, thus mapping the height on the left side of a layer glyph to the
incoming data dimensionality and the height on the right side of a
layer glyph to the transformed data dimensionality. Closely related to
the spatial resolution of data is the number of features that are used
to encode the data. Therefore, we use a similar encoding to what is
employed for the spatial resolution and communicate the number of
feature channels through the width of a layer glyph. Since the number
of feature channels is based on one fixed value that the programmer of
a neural network architecture sets upon initializing a layer, there is no
need to differentiate between unprocessed and processed numbers of
feature channels. In turn, we can use one fixed width value to encode
the number of feature channels that a layer operates on. In addition to
visualizing the data transformation of a neural network layer, we also
communicate the layer type in our visual grammar for neural network
layers. While many current visualization approaches use a textual en-
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coding of the layer type, layers are typically repeated throughout the
network structure. Thus, to reduce repetition, we color-code layers and
resolve their types in a legend below the main network visualization.

While this encoding on both a network and layer level provides
a common visual grammar for CNN architectures, it does not nec-
essarily simplify the creation of such visualizations. To address the
problem, which is that authors of publications need to spend valuable
time on creating and refining such CNN architecture visualizations,
we additionally provide an interactive visualization interface with
which such publication figures can be created. In this interface, ML
practitioners can obtain visualizations by simply pasting their CNN
model code, which gets automatically transformed into a visualization
using the aforementioned visual grammar. After parametrizing the
visualization, e.g., through adding groups, changing colors, or adjust-
ing sizes, ML practitioners can then download a publication-tailored
visualization of their model architecture.

FINDINGS

To evaluate our visual grammar, we conducted a quantitative user
study with 10 participants. Hereby, we used visualizations of architec-
tures from well-cited publications that were obtained through Net2Vis,
TensorBoard, and the paper figures themselves. We then showed these
visualizations one after the other to our participants and asked them
to answer questions such as “how much downsampling does this model
do?” or “how many convolution layers does this model include?”. In this
evaluation, visualizations generated with Net2Vis were shown to be
the most accurate. Additionally, in a follow-up questionnaire where
we showed the same architecture using the three aforementioned en-
coding variants (Net2Vis, TensorBoard, paper figure), Net2Vis was
preferred by most participants. We also already saw the adoption of
Net2Vis in newly published research [Sar+21; Ver+22].

In summary, Net2Vis improves research communication through
automatic visualization generation. Net2Vis is supported by a visual
grammar that is based on the analysis of existing CNN architec-
ture visualizations, visualization knowledge, and expert feedback.
To simplify the creation of said CNN architecture visualizations, we
implemented a visualization interface that provides such visualiza-
tions using only the code that defines an architecture as input. Our
quantitative evaluation that compares Net2Vis with other common
visual encodings further indicates that Net2Vis works better than
other methods currently used for communicating CNN architectures
in publication figures.
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2.3 EXPLORNN: UNDERSTANDING RECURRENT NEURAL NETWORKS
THROUGH VISUAL EXPLORATION [BAU+22B]

The third focus area for visualization interfaces that has been ad-
dressed in this thesis is educating learners about the concepts behind
neural networks. Education becomes ever more important as DL is
adopted in diverse fields, bringing new learners with different back-
grounds to neural network education. To support this growing need
for learning material, we present exploRNN, an interactive learning en-
vironment that teaches the concepts behind RNNs and long short-term
memory (LSTM) cells. Other network types such as feed-forward neu-
ral networks [Smi+17] and generative adversarial networks [Kah+18b]
have already been targeted by researchers developing interactive learn-
ing environments. However, education in the growing field of sequen-
tial data processing, which is often performed with RNNs, is still
mostly based on conventional methods such as lectures or textual
learning material. The advantage of interactive learning environments
compared to lectures is that they don’t need teacher supervision. How-
ever, it is not clear how interactive learning experiences compare to
the similarly self-paced text-based education, which we investigated
in our research.

CONTRIBUTIONS

exploRNN is the first interactive educational visualization interface
designed specifically to convey the unique architecture and functional-
ity of RNNs to learners. The development of exploRNN was driven by
educational objectives and design challenges that arise in the context
of RNNs. Our quantitative user study which compares exploRNN
against text-based learning evaluates the learning outcome, required
cognitive resources, motivation, and joyfulness of the learning ex-
perience. The results provide insights for future interactive learning
environments and indicate that more learners are willing to spend
more time learning with an environment like exploRNN.

IMPLEMENTATION

In this work, our goal was twofold, namely, to implement an interactive
learning environment for RNNs and to conduct the first quantitative
evaluation comparing such interactive learning environments to text-
based learning.

To inform our implementation of exploRNN, we first defined ed-
ucational objectives for the learning experience. These educational
objectives were created to both guide our visualization design and
serve as a foundation for what to test in our evaluation. We defined
four educational objectives for exploRNN which are briefly described
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in the following. First, the justification for when to use RNNs over
other network architectures should be clarified by exploRNN. This also
includes the backpropagation mechanisms for RNNs, namely back-
propagation through time (BPTT). Second, learners should be taught
how LSTM cells are built to understand how temporal information
can be captured by RNNs. We focused on the LSTM cell architecture
as one of the most frequently used [WGY18] and best performing
cell architectures [Bri+17]. However, the learned ideas are expected to
be transferable to other cell types. Third, the RNN training process
should be communicated by exploRNN so that learners can apply the
gained knowledge in their own DL projects. Finally, learners should
get an idea of the different tasks that can be solved with RNNs. Taken
together, these educational objectives are designed to give learners
an overview of the techniques from which further exploration and
experimentation are possible.

oxploRNN  Funcion Data +

Figure 2.6: (A) Simple input types illustrate the abstract concepts behind
RNN:Ss. (B) An animated, modifiable network architecture shows
the data flow. (C) The prediction visualization shows the network
input, prediction, ground truth, and error bars, all animated
to communicate their temporal nature. (D) Text helps explain
the training process. (E) RNNs can be interactively trained. (F)
Training parameters can be interactively explored. Figure taken
from Bauerle et al. [Bau+22b].

exploRNN itself is an interactive learning environment designed to
transport these educational objectives. We implemented exploRNN
using a multiscale approach. Here, the overall training process is com-
municated as shown in Figure 2.6, but we also educate about details
of the computation inside of individual cells (see Figure 2.7). Further-
more, we provide textual explanations for many elements on both
levels that allow learners to inspect specifically those components that
are important to them (see Figure 2.7). This multiscale approach of in-
formation transportation adopts the overview first, zoom and filter, details
on demand visualization mantra proposed by Shneiderman [Shno3]

The network overview which is shown in Figure 2.6 consists of six
main elements. The input data to train the network is visualized on the
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left of this view. Users can select simple functions but also text snippets
as training input. Including both function and text data facilitates
knowledge transfer to new, more realistic settings. The selected type
of training data is animated to symbolize the flow of data into the

network. We depict the model itself via glyphs for individual layers.

To communicate recurrence, we add a loop to each layer glyph. Lines
that transport data are animated so that they move in the direction of
data flow (forward during inference, backward during training). The
input data and predictions are shown on the right of this view. In this
visualization, the ground truth and error are also shown. Thus, users
can learn how the model improves its prediction over the course of the
training process. Below these main visualizations are more detailed
explanations, controls for the training process, and settings for training
hyperparameters.

LSTM Cell ( Network Data (i
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Figure 2.7: (G) Visualization of data flow through the cell. (H) Input to the
network and its prediction. Visualization of the training error
computation. A grey sliding window indicates which data points
are needed to initialize the cell state. (I) Explanations with more
detailed steps for the forward direction of data flow. (J) The speed
at which the visualization for cell steps advances can be changed.
(K) Just as in the network overview, users can modify training
parameters. Figure taken from Béuerle et al. [Bau+22b].

In the LSTM cell view, which learners can access through the se-
lection of one layer in the network overview, we show an LSTM cell
with all its computation units. Additionally, the data processed by
the network and, similar to the network overview, controls for the
training process (see Figure 2.7) are displayed. In contrast to the net-
work overview, training progresses more slowly in this visualization
to show the individual computation steps inside the cell gates. Again,
connections between cell components that transport data are animated,
and the input, prediction, ground truth, and prediction error are visu-
alized.
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The is the heart of any LSTM cell. By having a cell state, and
deciding how to update it based on
LSTM cells are able to
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Figure 2.8: Users can access more detailed explanations for many elements of
our visualizations, such as training steps, hyper-parameters, and
operations in a cell. Figure taken from Béduerle et al. [Bau+22b].

We implemented exploRNN as a web application using Tensor-
flow]S [Smi+19]. Throughout our visualizations, we use animation to
convey the sequential flow of data inside the RNN. To prevent the
need for teacher supervision, we implemented an onboarding process,
which explains the functionality and concepts behind exploRNN. Tex-
tual explanations are used throughout exploRNN to provide details
on demand.

FINDINGS

To evaluate exploRNN, we conducted a quantitative user study with
37 participants. Our study was set up as the last lecture of a DL course,
so students already knew about feed-forward NNs. Each participant
either used exploRNN or received a learning text to learn about RNNS.
We evaluated the learning outcome divided into recall, comprehension,
and transfer [Blo+56]. Furthermore, we measured the cognitive load
that the learning experience inflicted on learners, divided into intrinsic,
extraneous, and germane cognitive load [Swe11]. Finally, we also used
the System Usability Scale (SUS) [Bro+96] to evaluate the usability of
exploRNN and asked the participants qualitative questions about the
learning environment.

We could not find a significant difference in learning outcome
between exploRNN and text-based learning. In fact, for superficial
knowledge acquisition (recall), we even found that the text condition
led to better learning results. However, learning with exploRNN re-
quired fewer cognitive resources. exploRNN also proved to create
a more likable and fun learning experience. While we did not test
this hypothesis, reduced cognitive load in combination with a more
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enjoyable learning experience might lead to more time spent learning.
In turn, visual and interactive learning environments might still lead
to a better learning outcome over a longer period. We hope that these
insights can guide the development of future learning environments
and motivate further comparative evaluations of visual and interactive
vs. classical learning.

In this work, we present an interactive learning environment for
RNN education. With our visualization approach, we provide an
overview of the training process but also let learners explore individ-
ual components in detail. exploRNN is designed based on educational
objectives for RNN education. Our evaluation is the first to qualita-
tively compare an interactive NN learning environment with classical
learning approaches.

2.4 SYMPHONY: COMPOSING INTERACTIVE INTERFACES FOR MA-
CHINE LEARNING [BAu+22cC]

The aforementioned projects are all standalone visualization interfaces
that address one specific task or problem. Apart from the interfaces
presented in this thesis, there exist numerous ML visualization inter-
faces. Examples of such interfaces are documentation methods (e.g.,
Model Cards [Mit+19], Datasheets [Geb+21]), visualization dashboards
(e.g., What-if Tool [Wex+20], ActiVis [Kah+18a]), and interactive pro-
gramming widgets (e.g., ipywidgets [Jup21], Streamlit [Inc21b]). All
of these ML interfaces support practitioners in specific aspects of their
model or data analysis needs. Despite the benefits of these interfaces,
recent studies [Zha+20; Koe+19] and interviews we conducted with
practitioners revealed that these ML interfaces have limited adoption
in practice. To address this issue and simplify the adoption, combi-
nation, and reusability of ML interfaces, we developed Symphony.
The Symphony framework is designed to unify the landscape of ML
interfaces, making them accessible across platforms and for different
stakeholders.

CONTRIBUTIONS

With Symphony, we designed a framework to unify the landscape
of ML interfaces. Our design process included formative interviews,
participatory design sessions, and case studies on deployed ML work-
flows. Altogether, we collaborated with 39 ML practitioners across 15
product and engineering teams. Symphony can be used to compose
data-driven ML interfaces that include task-specific visualizations
and allow for interactive exploration. These interfaces can be reused
by different stakeholders and shared across environments, such as
computational notebooks and standalone web dashboards.
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IMPLEMENTATION

Our formative interviews with 9 ML practitioners surfaced three
main problems that hinder the adoption of current ML interfaces.
First, practitioners often use ad-hoc tools and analyses that cannot
be easily reused and require extensive manual labor to create. This
is because no visualization interface exists that matches the specific
needs of ML practitioners. Second, existing ML interfaces are limited
as most of them require time-consuming data preprocessing before
they can be used. Often, this even requires a move to new platforms
or environments, disrupting the workflow that practitioners have.
Furthermore, sometimes existing interfaces are not designed for the
data types that ML practitioners are working with. Finally, we found
that there is a lack of communication between different stakeholders
working on an ML project. As those stakeholders often work on
different platforms, it is hard to share insights gained through ML
analysis.

Based on these insights, we set out to build Symphony, a frame-
work to unify the landscape of ML interfaces. The goal of Symphony
is to provide ML interfaces that are connected to the ML system’s
backing data, in turn supporting the task-specific visualizations that
are needed by practitioners. On top of that, Symphony is designed to
provide interactive exploration tools that allow for flexible discovery
and validations, and to make components reusable across different
environments, domains, and tasks.

Computational Notebooks Symphony Reports and Dashboards

import symphony Interactive Components for Machine Learning

sses
L LY
ssee
L J T

Code Environments Web-based Uls

Figure 2.9: Symphony provides interactive visualization components which
can be used in different environments, namely Jupyter notebooks
and web-based dashboards. Figure taken from Bauerle and Cabr-
era et al. [Bau+22c¢].

The primary concept behind Symphony, which is depicted in Fig-
ure 2.9, is based on an expandable set of components with synchro-
nized, interactive visualizations. These components can be used across
different mediums, such as computational notebooks or web-based
dashboards and reports. This allows engineers to do exploratory model
development while other stakeholders, such as decision-makers or
policymakers, may view the same analyses on a web-based dashboard.

As shown in Figure 2.10, Symphony’s visualizations are informed
directly by a practitioner’s data. This data includes both metadata of
an ML model or data set as well as the raw data samples. Based on this
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Figure 2.10: Backing data is used by Symphony’s system wrapper to pro-
vide interactive, synchronized visualizations in different environ-
ments. Figure taken from Béuerle and Cabrera et al. [Bau+22c].

backing data, Symphony includes modular visualization components
that can be combined into Symphony reports. In our implementation,
visualization components are provided as Python packages, which
makes them shareable and reusable across teams or institutions via
PyPi. A shared state functions as a representation of that data for all
visualization components that are in use. Interaction tools, which can
be Ul-based or code-based, provide means to modify said shared state.
New visualization components can be implemented in JavaScript,
which makes them more flexible compared to other common charting
libraries such as Matplotlib [Hunoy] or Altair [Van+18].

System wrappers make components available in different environ-
ments so that stakeholders can use them on their preferred platforms.
These wrappers pass data from a backing environment to Symphony
and render Symphony components within the environment’s UI. We
implemented wrappers for Jupyter notebooks as well as web-based
Uls. An example of how the same visualization components are made
available by Symphony can be seen in Figure 2.11. As such, ML prac-
titioners can start their model or data exploration in computational
notebooks, assembling the visualization components required for their
analysis. Once they want to share insights or add other stakehold-
ers to the analysis process, they can export the generated symphony
report as a standalone, statically hosted web dashboard. Altogether,
this allows for reuse and combination of visualization components,
enables exploration through interactivity, and fosters communication
through its shareability.

FINDINGS

We evaluated Symphony through three case studies with ML practi-
tioners working on real-world ML products. In think-aloud studies
that lasted 60 minutes, ML practitioners used Symphony’s Jupyter
environment as well as the standalone dashboard. The case studies
were conducted with three different teams, where the tasks were val-
idating and sharing data patterns of a data set creation team, debugging
training data of an accessibility team, and promoting data exploration for
ML novices in an education team, respectively. Throughout these case
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A Symphony in Notebooks B Symphonyin Web-based Uls

Description ©
Overview

Figure 2.11: The same visualization components can be used both in compu-
tational notebooks (A), as well as in web-based dashboard Uls
(B). Figure taken from Bé&uerle and Cabrera et al. [Bau+22c].

studies, Symphony enabled practitioners to discover issues with their
data or models and encouraged them to share their insights with other
stakeholders.

Altogether, Symphony adopts the idea of task-specific visualization
components that can be reused in different environments and by
different stakeholders. Furthermore, Symphony brings the landscape
of ML interfaces closer together, as different interfaces can be flexibly
composed, all operating on the same shared data. In turn, Symphony
fosters a culture of shared ML understanding and encourages the
creation of accurate, responsible, and robust AI products.



CONCLUSION

The work that influenced this thesis is summarized in Figure 3.1. This
thesis includes four main contributions, which are highlighted with
large circle markers. These main contributions include three visualiza-
tion interfaces covering the areas of quality assurance, communication,
and education. Furthermore, Symphony, a framework that brings
different visualization interfaces together and fosters shareability of
analyses, is included as one of the main publications in this work.
Apart from these main contributions, this thesis was also influenced
by further publications. These cover the wide range from pure in-
trospection techniques to pure visualization interfaces. Some of this
additional work was done during internships at Google and Apple.

} [ Visualization Interface ]
Bauerle et al. 2020, CGF
Classifier-Guided Visual Correction of Noisy Labels for Image Classification Tasks

Bauerle et al. 2021, TVCG

Net2Vis - A Visual Grammar for Automatically Generating Publication-Tailored CNN Architecture Visualizations

Béuerle et al. 2022, TVCJ
exploRNN: Understanding Recurrent Neural Networks through Visual Exploration

2 Bauerle and Cabrera et al. 2022, CHI
.Symphony: Composing Interactive Interfaces for Machine Learning

[ Introspection Technique

@ Aka et al. 2021, AIES G
Measuring Model Biases in the Absence of Ground Truth

Béuerle et al. 2022, arXiv @
Visual Identification of Problematic Bias in Large Label Spaces

@ Béuerle and Wexler 2020, VISxAI
What does BERT dream of?

° Weber et. al. 2020, Journal of Microscopy
Automatic identification of crossovers in cryo-EM images of murine amyloid protein A fibrils with machine learning

Béuerle and van Onzenoodt et. al. 2022, CGF @

; . Where did my Lines go? Visualizing Missing Data in Parallel Coordinates
o Béuerle and Jénsson et. al. 2022, arXiv

Neural Activation Patterns (NAPs): Visual Interpretability of Learned Concepts

Figure 3.1: Overview of the contributions that influenced this thesis. Large
marks represent the main contributions that are part of this thesis
while small marks depict contributions that influenced this thesis
but are not part of its main content. Some of this work has been
conducted during internships at Google and Apple.

In the following, we talk about future work at the intersection of
introspection techniques and visualization interfaces. Finally, we will
briefly summarize the contribution that this thesis makes to the field.

3.1 FUTURE WORK

Our work brings improvements to various elements of the ML pipeline
across different application areas. However, the need for better intro-
spection techniques and visualization interfaces is still more present
than ever. In the following, we summarize some of the most promising
directions in which future work could bring great improvements.
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Introspection Techniques.

Various model attributes have not yet been studied exhaustively. For
example, in our preprint on neural activation patterns [BJR22], we
search for clusters in the activation space of neural networks. This is
only one example of how the attributes of a neural network can be
used to provide introspection techniques. Further investigations into
the role of activations, connection weights, and their change during
training might bring new introspection techniques that help explain
the functionality of a neural network. Furthermore, introspection tech-
niques are often used in isolation. Combining multiple introspection
techniques effectively and understandably could lead to a more com-
plete picture of a neural network and its decisions.

Additionally, while a lot of focus has been put on introspecting
CNN-based image classification models, other model architectures are
still missing a similar set of introspection techniques. If we, e.g., take
the field of feature visualization, there are numerous publications on
how to use this technique to systematically probe into and understand
CNN models [OMS17; Ola+18; Car+19; Cam+20]. These techniques
do not yet work as well for other network architectures [PRS18] such
as transformers [BW20]. Work on the systematic explainability of
transformers is still in its early stages [Elh+21]. However, introspec-
tion techniques are important for any network architecture, which
calls for cross-functionality. If we are unable to provide introspection
techniques that are architecture-independent, the landscape of intro-
spection techniques will always struggle to keep up with the newest
architectural trends.

Finally, the introspection techniques we develop need to be evalu-
ated to ensure they live up to their promises. For attribution techniques,
a substantial amount of auditing research has been conducted, e.g.,
[Ade+18; Ade+20; DS22]. These auditing methods show that many of
the regularly employed introspection techniques have serious flaws,
which calls for more reliable approaches. Additionally, for introspec-
tion techniques to be widely used and reliable, auditing approaches
that systematically test their efficacy are essential. Especially introspec-
tion techniques that are designed to explain what a model has learned
instead of focusing directly on an input sample and its corresponding
prediction are lacking auditing methods.

Visualization Interfaces.

In the area of visualization interfaces, we have seen a lot of focus
on specific settings. Namely, ML developers performing classification
tasks on structured or image data have seen most attention. However,
modern ML systems can encompass complex data types and target end
users without ML knowledge. Visualization interfaces need to account
for this need by supporting different types of data and ML models.



3.2 SUMMARY OF CONTRIBUTIONS

Furthermore, it is crucial to enhance the interaction with ML systems,
display prediction confidences, and highlight the limitations of an
ML system’s capabilities for domain experts who lack ML knowledge.
As such, visualization designs for ML novices have to be easier to
understand and must explain concepts on a different, higher level.

A lot of the visualization work so far has also focused on individ-
ual, one-off visualization interfaces that are hard to reuse, combine,
and share. Therefore, we see limited adoption of these tools in prac-
tice [Bau+22c]. As a visualization and human-computer interaction
community, we should strive to improve the usability of these visual-
ization interfaces to foster their adoption in the field. With Symphony,
we made a first step towards that goal [Bau+22c], but to fully ad-
dress practitioners” ML analysis needs, many hurdles still need to
be overcome. Future work might be able to remove these hurdles by
streamlining explainables and promoting their integration into any
ML workflow. We have seen similar advancements in information
visualization, where tools like Tableau [LLC21], D3 [BOH11], and
Vega [Sat+15] greatly simplify visualization authoring. A similar im-
provement in the domain of ML visualization could both improve
our understanding of ML systems and cement the importance of
visualization as a research field in connection with ML.

3.2 SUMMARY OF CONTRIBUTIONS

In this dissertation, we set out to:

Develop methods for ML introspection
and make them accessible through visualization.

To this end, we present three publications that target different areas in
which they support the ML development pipeline through introspec-
tion and visualization. Through such introspection-based visualization
interfaces, we can learn about these ML systems, assure their quality,
and communicate our findings when developing or investigating such
systems. The first publication that we presented in this work explains
how a CNN classifier can be used to guide practitioners to potentially
mislabeled samples for data correction. Net2Vis, the second publica-
tion that was presented, provides means to automatically generate
publication-tailored CNN architecture visualizations for more unified
and less time-consuming research communication. Finally, exploRNN,
which provides an interactive learning environment for RNNSs, can
reduce the cognitive resources required during learning and provides
a learning experience that is more enjoyable and fun.

After we obtained experience in supporting practitioners with such
introspection-based visualization interfaces, we noticed that there was
still a gap that prevented a broad adoption of existing visualization
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interfaces. Thus, to bring these diverse visualization interfaces closer
to the practitioners that need them, we developed Symphony. With
the Symphony framework, visualization interfaces can be reused, com-
bined, explored, and shared, fostering collaborative ML analyses.

While there are still many open research questions, our publications
show how visualization can help many aspects of ML introspection
become more accessible, creating a broader and deeper understanding
of different areas of ML systems. Furthermore, we made first steps
towards unifying the landscape of ML interfaces, which is important
to make the work of the visualization community more visible, usable,
and applicable for ML practitioners.
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Abstract

Training data plays an essential role in modern applications of machine learning. However, gathering labeled training data is
time-consuming. Therefore, labeling is often outsourced to less experienced users, or completely automated. This can introduce
errors, which compromise valuable training data, and lead to suboptimal training results. We thus propose a novel approach
that uses the power of pretrained classifiers to visually guide users to noisy labels, and let them interactively check error
candidates, to iteratively improve the training data set. To systematically investigate training data, we propose a categorization
of labeling errors into three different types, based on an analysis of potential pitfalls in label acquisition processes. For each of
these types, we present approaches to detect, reason about, and resolve error candidates, as we propose measures and visual
guidance techniques to support machine learning users. Our approach has been used to spot errors in well-known machine
learning benchmark data sets, and we tested its usability during a user evaluation. While initially developed for images, the
techniques presented in this paper are independent of the classification algorithm, and can also be extended to many other

types of training data.

CCS Concepts

e Information systems — Expert systems, ® Human-centered computing — User centered design, Information visualization;

1. Introduction

While most of the latest breakthroughs in deep learning have
been achieved by means of supervised algorithms, these algorithms
have one essential limitation: they require large amounts of la-
beled training data. When learning image classification tasks, this
means that a large set of correctly labeled images needs to be
available [NOPF10, PTPPO6]. Since the labeling process is time-
consuming and labor-intensive, acquiring labeled training data is,
however, a cuambersome process. To speed this process up, label-
ing is often outsourced to less experienced annotators or crowd
workers, for instance via Amazon’s Mechanical Turk [KLA17,
RYHHI10]. In the context of deep learning, crowd workers are hu-
man labor, getting paid for labeling large data sets. Sometimes,
even automatic label assignment tools are used [UCOT11]. Unfor-
tunately, such a label acquisition process usually leads to noisy la-
bels, i.e., a training data set which contains many wrongly assigned
labels. This can compromise training results [ZBH*16]. Thus, to be
able to benefit from these approaches for training data acquisition,
dedicated quality control mechanisms must be in place.

To address the problem of noisy labels, we propose a classifier-
guided visual correction approach, which combines automatic error
detection with interactive visual error correction (see Figure 1). To
enable the automatic detection, we have systematically categorized

(© 2020 The Author(s)
Computer Graphics Forum (©) 2020 The Eurographics Association and John
Wiley & Sons Ltd. Published by John Wiley & Sons Ltd.

error types, that can be potentially present in noisy label data sets.
Our categorization led to three such error types: Class Interpreta-
tion Errors, Instance Interpretation Errors, and Similarity Errors.
Tailored towards these error types, we further introduce detection
measures, which are based on the classifier’s response. Therefore,
we first train with the potentially noisy labels, and subsequently
classify all training and validation images with the trained classi-
fier. The classifier’s response can then be analyzed using our error
detection measures to guide the user to potential errors. These po-
tential errors are visualized in a way that supports an interactive
visual correction. To visually guide the user during the correction,
we propose to employ linked list visualizations with importance
sorting. By using our approach, the number of required inspections
is bound by — and usually much lower than — the classification er-
ror, i.e., for a classifier that reaches an accuracy of 92%, only 8%
of the data has to be reviewed at maximum. While this is the up-
per bound for investigated training samples per iteration, all sam-
ples that have already been inspected can additionally be ignored
in the error detection process in future iterations. This means that
for each subsequent iteration of data-cleanup, only those samples
where the classifier disagrees with the label and that have not been
already revisited need to be reviewed. Without our classifier-guided
approach, instead, an inspection of the entire labeled data set would
be necessary.
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Figure 1: We propose a classifier-guided Automatic Error Detec-
tion for noisy labels, to visually guide the user to erroneous labels,
which can then be inspected and corrected during the proposed Vi-
sual Error Correction. The two proposed components seamlessly
integrate with standard machine learning workflows, as they oper-
ate downstream from Training and Classification. After a visual
inspection, the classifier can be deployed for Productive Use, or
trained again to be iteratively improved through the proposed pro-
cess.

As illustrated in Figure 1, the proposed approach can be used it-
eratively to further improve classification accuracy, whereas users
have to inspect fewer images for each subsequent iteration, as al-
ready inspected images do not require further consideration. While
the contributions made in this paper address automatic error de-
tection and visual error correction, no modifications are necessary
for collecting labels, or training and testing the classifier, as our
approach is to correct training data independent of the labeling or
training process, allowing data experts to review data sets that have
been fully labeled. This is in contrast to active learning, which mod-
ifies the label acquisition process during training [SOS92, Set10],
as well as more recent fully automatic techniques, which modify
the training process, and also reduce the amount of training data by
sorting out noisy labels [TIYA18,LHZY 18, HQJZ19]. We propose
an error correction approach that is based solely on classification
results of the trained model, and integrates seamlessly with modern
deep learning workflows without reducing the size of the training
data set.

To this end, we make the following contributions throughout this
paper:

e Categorization of label error types potentially occurring in clas-
sification training data.

e Measures to identify error candidates by means of classifier re-
sponse analysis.

e Interactive visual error guidance and correction by means of
classifier result measure visualization.

We have realized these contributions within an interactive visual-
ization system, with which we were able to identify errors in stan-
dard machine learning benchmark data sets, such as MNIST and
CIFARI1O (see Figure 2). We have further evaluated this system,
whereby our findings indicate, that it enables users to intuitively
clean noisy label data in order to achieve higher classification ac-
curacies.

2. Related Work

Work on handling noisy labels for datasets can be delineated into
two main categories. On one side, some approaches aim at inspect-
ing datasets, often through visualization. On the other, there are
training setups that aim at providing robust classifiers that cope
with noisy labels. The following will provide an overview of both
those lines of research.

Data labeling. One area of deep learning where data labeling is a
central aspect is active learning [Set10]. Here, candidates for label-
ing assignments are selected, often through a query-by-committee
strategy, where the output of several classifiers is used to inform
candidate selection [SOS92]. The line of work by Bernard et.
al. [BHZ*17,BZL" 18, BHR* 19] investigates how label acquisition
in active learning scenarios can be improved. They also employ
the classifier directly to suggest new items to be labeled and use
dimensionality reduction techniques to visualize these proposed
items and their distribution. What separates active learning from
our work is, that active learning does not aim at improving noisy
data sets, but rather works towards improving the labeling process
itself. Thus, active learning is placed before label acquisition has
been performed, while our approach is designed to work with read-
ily labeled data sets.

There also exist numerous techniques to ensure a better qual-
ity of crowdsourced training data while labels are being gener-
ated [HKBE12,CAK17,Set11]. They use multiple workers [KH16],
provide monetary benefits for good work and specialized task
framing [RKK*11], or select workers with predefined require-
ments [MHG15]. All of these approaches are focused on quality
assurance while labels are acquired. Approaches to examining data
quality after labeling through crowd services are analyzing how
the worker interacted with the system [RK12, LCL*19], or hav-
ing workers review the work of other workers [HSC*13]. A work

Label: Cat

Label: 5

Class Interpretation
Instance Interpretation

>
=

2
s
£
%]

Figure 2: Examples of errors we discovered by applying our tech-
niques to widely used machine learning benchmark data sets. On
the left, one can see possible Class Interpretation Errors. While the
top one was labeled as one, the bottom one was labeled to be a
seven. The frog in the center is labeled as a cat and the three as
a five, thus, single instances were clearly misinterpreted. On the
right, one can see almost equal images. One might question if they
should both be in the data set. (Original resolution of 32 by 32 for
Cifar10/animals and 28 by 28 for MNIST/digits)

(© 2020 The Author(s)
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published by Chang et. al. combines multiple of these aspects to
ensure data quality by grouping multiple workers and letting them
interactively reason about label decisions [CAK17]. However, they
do not incorporate the classifier feedback in their visualizations,
which is the building block of our guidance system and can help re-
duce the samples to be revisited. Additionally, their techniques are
only applicable if all annotations are present and can be assigned
to individual workers. Yet, correcting labels for readily provided
data sets where original labelers are not accessible anymore can be
valuable to support already processed data sets. Current tools are
targeted more towards analyzing worker performance than correct-
ing already labeled data sets. However, it can often be of great value
for domain experts to be able to validate and correct their training
data themselves as sometimes the data is specific and cannot be
perfectly labeled by laymen. Additionally, for all of these data im-
provement methods in the context of crowdsourcing, one needs to
either hire more crowdworkers, refine the requirements or conduct
a separate, second task to verify the generated labels, which comes
with a greater investment of money and time during label acquisi-
tion [SPIO8, IPSW14], and sometimes even makes crowdsourcing
more expensive than conventional approaches [KLA17]. In these
scenarios, it is therefore helpful if domain experts can review and
resolve label errors quickly. Our approach is thus focused on cor-
recting erroneous labels.

Visualization has been used for data cleaning in several publica-
tions, which shows how effective visualization can be when data is
to be cleaned. Kandel et. al. worked on improving data by visually
exploring data sets and directly manipulating them whenever a user
spots a problem in the data [KPHH11, KPP*12]. Gschwandtner at.
al. [GAM™14] as well as Arbesser et. al. [ASMP16] use visualiza-
tion to clean up time-oriented data. Wilkinson developed measures
and visualizations to detect and inspect outliers in data sets [Wil17].
However, these and related [PNMK 16, WGS™*13] tools are not tai-
lored towards use with machine learning data sets, which often ex-
ceed the amount of data used in these contexts, contain labels that
are to be corrected instead of direct data properties and offer addi-
tional guidance usable for visualization designs, such as classifica-
tion results.

In a publication by Xiang et. al., visualization is directly used to
improve the quality of neural network training data sets [XYX"19].
They use a projection of the whole high dimensional data set to de-
fine trusted items, which are then propagated to more items using an
approach by Zhang et. al. [ZZW18]. However, while this approach
combines human interaction with network-based label correction,
they do not use the network predictions as guidance to potential
errors. Similarly, Alsallakh et. al. [AJY* 18] developed a visualiza-
tion method to analyze class hierarchies in training scenarios. The
purpose of this approach is to identify class hierarchies that are of-
ten confused by the classifier, and upon this knowledge, improve
the classifier or label definitions. As a side-product, they were also
able to find labeling errors in the data. However, their visualization
design and especially the lack of tools to directly investigate and
correct mislabeled samples shows, that this is not the main goal of
their application.

Robust training. One way to approach noisy data sets is to train
a classifier that is robust against such noisy labels. Here, some ap-

(© 2020 The Author(s)
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proaches rely on modifications of said classifier to introduce fea-
tures that can filter noisy labels [TIYA18, ZS18, HQJZ19]. This
introduces additional overhead and does not improve the general
label quality so that the data set remains erroneous. Others rely
on additional, clean data to filter for noisy samples [PRKM*17,
HMWGI18]. These methods remove potentially noisy labels from
the data set entirely [NNL*19], or reduce the importance of poten-
tially false labels for training [RLA*14,JZL*17,RZYU18], which
might reduce diversity in the data set. Such approaches can help cir-
cumvent some of the downsides of data sets that contain labeling
errors, however, they do not tackle the underlying problem. Clean-
ing up data sets is still fundamental, as this is the only way a data
set can be reliably reused, shared and published. At the same time,
these approaches effectively make the data set smaller, which is not
desirable. Some of these approaches also require using adjusted
classifiers, which is neither desirable nor easy to use, especially by
data-experts who are less experienced in ML.

Other authors introduce additional label cleaning networks to
be trained to remove or relabel potentially compromised sam-
ples [VAC*17, LHZY18]. Han et. al. even propose to use a self
learning approach to clean up noisy labels using extracted features
from the data points [HLW19], however, all these automatic ap-
proaches do not guarantee correct labels. They either reduce the
data set size, require modified training with another classifier, or
both. Additionally, they do not allow data-experts to verify their
data sets.

‘We propose an approach to improve the training data set without
having to look at every individual sample by using the classifier as a
guide to mislabeled samples. Our user-centered approach does not
only focus on the final classifier performance, but is also targeted
at cleaning up the training data at the same time, as it does not
simply reweight or remove training samples. As this permanently
corrects training data, it additionally makes the data reusable, pub-
lishable, and shareable. Also, the approach we propose can directly
be integrated into any training process, as it does not require any
manipulation of the classifier or additional data. Users simply use
their trained classifier for permanent data-cleanup. It additionally
provides insights about the training data, e.g. which classes are typ-
ically confused, biased, or seen similar.

3. Automatic Error Detection

To be able to tailor the visual user guidance towards relevant errors
in labeled data sets, a characterization is required to differentiate
error types potentially occurring in such labeling scenarios. Based
on a systematic analysis of the image labeling process, we have
identified three such error types.

Whenever annotators assign an incorrect label to an image, this
can stem from two fundamentally different problems. Either, they
just mislabel the one image at hand, while they have in general un-
derstood the task; or they have a wrong mental image of a class, and
thus assign incorrect labels to all data points of that class. While
these are problems that occur during the labeling of data points,
another source for corrupted data sets may already be the data ac-
quisition process. Similar or equal data points are sometimes added
to the data set more than once, which can shift the data-distribution
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away from real-world scenarios. While the aforementioned error-
types mostly stem from human errors, the addition of highly similar
data points can be a problem especially when automatically collect-
ing data, e.g. from online sources. To summarize, noise in training
data can be introduced when:

1. A labeler confuses two classes (Class Interpretation Error)

2. A labeler mislabels one data point (Instance Interpretation Er-
ror)

3. Data points get added to the data set multiple times (Similarity
Error)

These error types all introduce unique challenges for how to re-
solve them. Nevertheless, this categorization also enables the in-
vention of novel approaches, to guide the user to potential instances
of these errors. Therefore, to suggest further inspection of labeled
data points, we propose the following measures for the three error

types:

1. Class Interpretation Error Score (Equation (1))
2. Instance Interpretation Error Score (Equation (2))
3. Similarity Error Score (Equation (3))

For the first two scores, we use the classification results in com-
bination with the labels, which might be incorrect, as the basis for
computing them. The Class Interpretation Error Score is computed
for each label/classification (Ibl/cls) subset of the data, whereas the
Instance Interpretation Error Score is computed on individual in-
stances. The Similarity Error Score is computed for each instance
pair with the same classification. We assume that, although the la-
beled data may contain errors, the convolutional neural network
(CNN) is still able to differentiate between different classes, such
that in general incorrectly labeled data points get classified into
their original class. This assumption has been tested on an inten-
tionally corrupted data set, which is described in Section 5. Since
this makes the classification result and the original label differ,
these data points can be detected by looking at misclassifications
in the data set. The similarity error score instead, can be calculated
by exploiting similarity measures between training samples. As ev-
ery part of the data-split can contain errors, we classify all samples
in the data set once after the network has been trained. This in-
cludes train, test, and validation data, which can then subsequently
be corrected. In the following, we introduce these three scores and
their computation in detail.

3.1. Class Interpretation Errors

Class Interpretation Errors are introduced when data points from
class a were assumed to be of class b by one, or few, of the label-
ers. This error type is conceptual, and leads to multiple or all labels
assigned by one, or a few, labelers and belonging to class a ending
up with the wrong label b (e.g., labelers considering gooses to be
ducks throughout the entire data set). However, as long as the ma-
jority of data points are correctly labeled, our presented approach
is able to guide to these errors, as the classifier will still be able
to correctly classify most of the data points with incorrect labels,
see Section 5. Fortunately, the fact that multiple data points are la-
beled incorrectly makes Class Interpretation Errors easy to detect.
We make use of the amount of resulting misclassifications to find

1

Figure 3: Images from the original MNIST data set (original res-
olution 28 by 28). The top row shows images labeled as one. The
bottom row contains images labeled as seven. Here, Class Interpre-
tation Errors might occur, since those digits are written differently
in the US and Europe.

candidates for Class Interpretation Errors. Thus, we analyze 1bl/cls
combinations by the amount of missclassifications in them as:

CIES,; = |{x | x € D,argmax(cls(x)) = y,1bl(x) = §}| ¢))

Which means that the Class Interpretation Error Score CIES
given a prediction class y and a ground truth class y is defined as
the cardinality of the subset of data points x in the data set D for
which the classification result c/s(x) equals y and the label [bi(x)
equals §. Thus, this measure is designed to analyze entire 1bl/cls
subsets of the data. An interesting occurrence of this type of er-
ror in the widely used MNIST data set is the interpretation of the
North-American and European way of writing the digits *7’ and
’1’, as shown in Figure 3.

3.2. Instance Interpretation Errors

When single items in the data set get labeled incorrectly, the situa-
tion is more difficult, as these errors cannot be spotted by analyz-
ing the ratio of misclassifications of one Ibl/cls pair. At the same
time, however, they have less influence on classification accuracy
as compared to Class Interpretation Errors. To provide means to
identify and remove Instance Interpretation Errors, we employ the
classification confidence as an indication for labeling errors. This
works well for all probabilistic models, such as neural networks,
where prediction probabilities are an implicit output. When data
points are misclassified confidently, they might as well be incor-
rectly labeled. This can be used to guide the user to these samples
in the data set. To enhance this guidance, we go one step further and
analyze the relation of the classification confidence and the classifi-
cation probability assigned to the ground-truth label of a data point.
On these means, Alsallakh et. al [AJY* 18] state:

[...] detecting mislabeled samples such as an image of a lion la-
beled as a monkey. We found such cases by inspecting misclassified
samples having high prediction probability and low probability as-
signed to the ground-truth.

We, therefore, propose the following measure to guide users to
these error types:

max(cls(x)) + (1 —cls(x)y)
2

HES, = @
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Here, we calculate the Instance Interpretation Error Score I/ES
for a data point x as the normalized relation between the class that
the classifier assigned the highest classification probability to, and
the probability the classifier assigned to the ground-truth label ¥.
Thus, this score provides guidance on an individual instance level.
This score is used as an indicator for how certain the classifier is
wrt. the misclassification of a data point, and can be used to recog-
nize potential labeling errors. Applying this approach to the widely
used Cifarl0 as well as the MNIST data set, revealed previously
unknown labeling errors, which we discuss in Section 5.

3.3. Similarity Errors

When data points occur more than once in the labeled data set,
this can lead to an unintended shift away from the real-world data
distribution. Such errors can be introduced when data points are
taken from online sources or when an overview of the data set is
not always present during data acquisition. It is important to dif-
ferentiate between intentionally augmented data and data points
that might over-represent certain features during training, as data-
augmentation can lead to better training results. However, having
multiple similar data points unintentionally in the labeled data set
can compromise the training results in multiple ways. When they
are in the training set, a higher priority is assigned to this repre-
sentation, which can lead to bias, where some features are consid-
ered more important than other features. This is a problem when
this over-representation is not expected in the productive use of the
classifier. When, in contrast, several instances are in the validation
data set, validation accuracy has a higher variation depending on
the correctness of the classification of these data points, which in
turn might compromise the performance measure of the classifier.
If similar data points exist across training and validation data sets,
validation is performed on data points that the classifier has been
trained on, which can also compromise validation results, and at
the same time introduce bias to the training data. Gladly, guiding
users to similar data points is also possible, as similarity measures
can be computed for each pair of elements in the data set that are
assigned the same classification result:

SESy, x, = sim(x1,x2), forxy,xp €M

M :={x1,xp € D | x| # xp,argmax(cls(xy)) = argmax(cls(xy))}
3)

The Similarity Error Score SES for a pair of data points xj,x,
can be obtained using similarity measures, which exist for many
types of data. The SES is calculated for all pairs of data points in
the data set D that were classified into the same class, whereas the
sim function represents a similarity measure for two data points.
For images, this function could be the Structural Similarity Index
Measure (SSIM) [WBSS04]. While proposing candidates with this
measure is not complex, Similarity Errors require the most expe-
rience of all error types to be resolved, as highly similar images
are not always a problem for training a classifier. They are only
harmful if either, they do not represent the real-world distribution,
or, if they originate from both the training and validation data sets
because then, validation does not test generalizability. This makes
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expert revision, which our approach is targeted towards, even more
important.

By calculating the measures presented in this section, we are
able to analyze the training data set and extract potential labeling
errors using only the trained classifier. In our visual error correc-
tion approach, we make use of the suggested error characterization
and treat these three error types differently, both, by calculating
specialized error measures, and employing tailored visual guidance
systems.

3.4. Workflow Integration

As we exploit a pre-trained classifier for error detection, a few con-
siderations need to be made in order to integrate our approach into
a standard classification workflow. Before analyzing the data set,
the classifier needs to be trained. Here the classifier and the train-
ing process do not need to be altered at all. The user can then rein-
spect misclassified samples based on our proposed visual guidance.
Additionally, if the number of data points to be reinspected is too
small, experienced users can employ strict regularization or early
stopping if they intend to control the number of training samples
to reinspect, as the classification accuracy directly influences this
number. To be able to use the classification results as guidance to-
wards possible errors, we assume that the network still has enough
correctly labeled data to learn from, and guide the user towards in-
correct labels. While this assumption is likely to be true for most
scenarios, if the data set is too small or contains too much noise, our
approach will not function anymore as it relies on the classification
results of the neural network.

To then get an idea about which items should be inspected again,
all samples in the data set are classified once using the trained clas-
sifier. In a typical neural network setting, this would include train-
ing, test, and validation data, as all of them can contain errors. It is
important to note that no evaluation of the model or further training
is done at this point, so the data-split or training setup is not cor-
rupted in any way. This way, each data point is assigned a probabil-
ity distribution over all classes. We then present only misclassified
samples through our visual guidance approach which we introduce
in the next section. This way, the user has to look at far fewer items
than if they would have to inspect all data points again. Our evalua-
tion shows that this approach works well even when a large number
of incorrect labels are present (see Section 5).

4. Visual Error Correction

While obtaining potential error candidates, as described above, is
essential for improving training data sets, only through visual guid-
ance users can detect potential errors, and reason about them. Our
visual guidance approaches help to do this for all three error types
that typically occur in labeling processes. Once errors have been
reasoned about, they can directly be resolved. Again, the visual cor-
rection of data points, which involves the user tasks of detecting,
reasoning about, and resolving potential errors, should be in line
with the error types we propose. This interplay of user tasks and
error types is shown in Table 1.
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Table 1: User tasks involved when improving training data. The user has to first, detect potential errors, then try to reason them, before
he/she can resolve them. The table shows how these tasks are completed for the three identified error types.

Class Interpretation Error Instance Interpretation Error Similarity Error
Detect Many samples misclassified from a to b Samples confidently misclassified Similar/ identical samples
Reason Error or bad classifier performance? Error or bad classifier performance? Error or intentional?
Resolve Reassign multiple labels Reassign individual label Remove item

4.1. Error Detection

Through the error measures we propose, it is possible to support
users through visual guidance to the most critical items in the data
set. For all three error types, users should have indications of which
data points to review. In Section 3, we showed how candidates for
these error types can be extracted from the data set based on clas-
sification results. Thus, the user should be guided to Ibl/cls pairs
that contain a large number of misclassifications for Class Inter-
pretation Errors. For Instance Interpretation Errors, they should see
which samples have been most confidently misclassified. Addition-
ally, users should be given an indication of where to find very sim-
ilar images to be able to resolve Similarity Errors. In the following,
we present visual guidelines that support all of these requirements.
To give users an overview of those measures, we propose a visual-
ization of the data set that contains information about the amount,
probability distribution, and similarity score for each Ibl/cls pair. In
line with our approach of guiding the user only to samples that the
network misclassified, and thus might be labeled incorrectly, we
only highlight misclassifications in this view, while correct classi-
fications are depicted in the leftmost column. The resulting visual-
ization can be seen in Figure 4.
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Figure 4: The list view of classifications shows problematic Ibl/cls
combinations at a glance. The number of misclassifications for
each cell is encoded in the blue background. The red horizontal
bars in each cell show, how confidently the images have been mis-
classified as computed through Equation (2). Visual separation of
rows makes clear, that this list should be read from left to right. On
the left, one can see cells for correctly classified samples.

We propose a visualization approach that employs a modified
version of confusion matrices. To search for possible Class Inter-
pretation Errors, users need to be able to investigate 1bl/cls com-
binations containing many misclassifications. We support this re-
quirement by sorting matrix cells based on the number of data
points they contain, while the distribution of Instance Interpretation
Scores is displayed within each cell. We first sort by the number
of misclassifications across different labels (rows), before sorting
classification results within each label (columns). This places the
most critical classes at the top of this matrix. Additionally, we omit
cells that do not contain any items, which removes unnecessary
clutter and makes the visualization more sparse. In our implemen-
tation, we also highlight 1bl/cls combinations with many misclas-
sifications in blue, where the saturation of this color depends on
the number of samples. This guides the visual attention of users
directly to these, most critical 1bl/cls combinations.

To also embed the IIES-distribution of those misclassifications
in this overview, which is helpful for spotting potential Instance In-
terpretation Errors, we propose to show this distribution using hor-
izontal bar-charts within each list item. Here, the y-position of the
bars represents the IIES-distribution scaled from 1.0/num_classes
(lowest bar) to 1.0 (top bar) while the length of the bars signals the
number of items in an IIES-range.

The third user guidance system, which shows if similar items
are present in a 1bl/cls combination, is indicated by a duplicate icon
within cells that contain highly similar data points. With these vi-
sual indicators across the entire data set, this view serves as an
overview that guides users to all three error types we defined in Sec-
tion 3.

Traditional approaches, such as confusion matrices [AJY*18,
KHO09] or the confusion wheel [AHH™14], which are commonly
used to provide such an overview have major limitations for the task
of spotting potential errors in the labeled data set. Confusion ma-
trices always require understanding and combining both, the label
and the classification axis, which proved to be too complex for de-
picting the source and destination for misclassifications when pre-
sented to domain experts [RAL*17]. At the same time, most of the
confusion wheels screen real estate is taken up by class overviews
and it provides no clear entry point. This renders both of these vi-
sual approaches suboptimal for guiding users to potential errors in
the data set, which our approach is explicitly designed for.

4.2. Error Reasoning

When the user decides to inspect a potentially problematic 1bl/cls
combination, they naturally want to inspect individual data points
and the distribution of data points in this subset of the data. This
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way, they can reason about the potential errors to decide if they are
problematic, and should be acted upon. To inspect one such 1bl/cls
combination in detail, users select one of the items in our overview
visualization.

Reasoning about potential errors includes comparing samples,
and extracting outliers as well as investigating similar samples for
a Ibl/cls combination. Thus, we propose to guide the user by visu-
alizing similarity-based embeddings of the selected Ibl/cls combi-
nation. Therefore, to inspect Instance Interpretation Errors, as well
as Class Interpretation Errors, dimensionality reduction techniques
that preserve high-dimensional relations are helpful. If many sim-
ilar items have been misclassified, users can quickly reason about
potential Class Interpretation Errors as these items, which differ
from plain misclassifications, will cluster when dimensionality re-
duction is applied. On the other hand, outliers can be an indica-
tion for Instance Interpretation Errors, as can be seen in Figure 5.
When dealing with images, we propose to use UMAP [MHM18] to
show clusters of data points, as well as outliers in this 1bl/cls com-
bination, which can be seen in Figure 6. Here, either direct image
pixels can be used as projection features. An even more sophisti-
cated approach, which we used to generate these projections is, to
use saliency visualizations of those images as a projection basis to
also incorporate what the model looks for in these images. While
labeling errors will not always be projected as outliers, users can
iteratively remove items from the visualizations by confirming or
changing their labels, which eventually reveals label errors. How-
ever, if there are few data points, or the user wishes to scan the data
sequentially, there is also the option to switch to a grid-based view
on the items. To also support the inspection of Similarity Errors,
the most similar images per /c combination should additionally be
presented to the user. In our implementation, those data points are
shown below the projection-view.

Apart from showing data points with dimensionality reduction
or sorted by similarity, their properties should also be inspectable
in detail individually. This can further help to decide upon whether
a proposed error candidate was indeed labeled incorrectly. Thus,
in our proposed visualization approach, the final reasoning step on
an individual data point level should be performed by selecting in-
dividual samples to view them in detail. Additionally, for selected
items, we show the probability distribution that stems from the clas-
sifier response to provide the user with another tool to reason about
a potential labeling error. In our implementation, enlarged images
and classifier responses are shown on the right of the projection
view (see Figure 5).

While each of these visual guides is targeted towards satisfying
a specific user-need, in combination, they provide the visual tools
necessary to reason about the three error types we propose.

4.3. Error Resolving

The final step in our proposed iterative data-correction approach is
resolving potential errors that have been found within the data set.
Once error candidates have been reasoned about, it is important to
directly be able to resolve them. This can mean assigning new la-
bels, but also confirming labels that are correct to remove items
from the error correction process. For resolving Similarity Errors,
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data points should also be permanently removable from the data
set. To enable a correction, confirmation, and removal of labels for
data points, we show actionable buttons on the lower right of the
GUI (see Figure 6). Whenever data points are selected and subse-
quently resolved using these buttons, all visualizations are updated
as resolved data points are removed from all guidance measure cal-
culations and visualizations. The effect of this can be seen in Fig-
ure 5. Thus, by resolving error candidates, users can interactively
process the visualizations and work their way through the data set
until all error candidates are resolved, and thus removed from the
guidance approach.

After one iteration of data-correction has been completed, users
can reiterate and restart the process by training a new classifier on
the partially cleaned data set (see Figure 1). With training a new
classifier, proposed error candidates may change, and new error
candidates can be inspected. For subsequent iterations, our pro-
posed measure calculation and user guidance can thus be kept as
is, with the exception that all previously relabeled, removed, or
confirmed data points are not included in the guidance system any-
more, as they have already been resolved.

In our approach, users are guided to confident misclassifica-
tions, large quantities of misclassifications, and almost equal im-
ages through a data set overview, which helps to investigate poten-
tial errors. To reason about error candidates, clustering mechanisms
and outlier visualization are of great help. It is also essential to di-
rectly be able to act upon inspected items to remove them from the
process. Through the translation of the three user tasks of detecting,
reasoning about, and resolving potential labeling errors into our vi-
sualization guidelines, this approach can be implemented to fit any
classifier as well as data type to be cleaned. Thus, our approach en-
ables a user-centered data cleaning that utilizes the trained classifier
to propose error candidates. The proposed visual design directly
follows the principles of our approach to resolve the error types
we introduced in Section 3, and obeys to the user tasks we defined
for the visual correction process. Our implementation along with
the user-study which we present in Section 5 shows, that our con-
cepts are applicable to network-supported data-cleanup, and could
be adopted in many application scenarios.

5. Evaluation

To test the proposed approach, we implemented a web-based ap-
plication that realizes the proposed visualizations, and focuses on
image data in combination with CNNs as classifiers. The general
idea of using the classifier as a guide to potential labeling errors
is, however, not limited to such data or classification algorithms.
The following will present both, the application of our approach to
renowned data sets, as well as a user study that tests the applicabil-
ity of our approach.

5.1. Analyzing Benchmark Data Sets

Using our approach, we were able to spot errors in well-known
machine-learning benchmark data sets. Here, we analyzed both, the
Cifar10 [KH09], and MNIST [LC10] data sets.

MNIST. The MNIST data set [LC10] is one of the most popular
machine learning benchmark data sets. It contains greyscale im-
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Figure 5: UMAP [MHM 18] projection of the label cat and classification frog. One can see that dimensionality reduction helps to spot
outliers in these Ibl/cls combinations. The red arrows were added to indicate the position of the frog image. The three subsequent steps
during interactive isolation of the frog wrongly labeled as cat show how after removing some data points, reprojecting the remaining data
helps to isolate outliers. By iteratively removing outliers and through the nondeterministic nature of UMAP, the frog is embedded further
away from the cats. (Images are from Cifarl0, original resolution 32 by 32)

ages of handwritten digits from zero to nine with a size of 28 by
28 pixels. We used a simple architecture for training a CNN on that
data set. It consisted of two convolutional layers, each followed by
a max-pooling layer. For obtaining classification results on top of
this embedding, one dense layer was used, followed by a dropout
layer and the final softmax layer. Our classifier reached an accuracy
of 99.3 percent. To review the data, we then inspected label clas-
sification pairs marked as suspicious in the overview visualization.
Since only 0.7 percent of the data set was misclassified, our visual-
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Figure 6: After gaining an overview of the classification results,
the user can inspect the content of individual cells to analyze clas-
sification results in detail. Images are embedded by applying pro-
Jection, e.g. UMAP. Filtering can be done by selecting IIES ranges.
Once one or more images have been selected, the according proba-
bility distribution is visualized. Using the buttons on the right, users
can change or confirm the label of the selected images. (Data set:
Cifarl0, resolution of images 32 by 32)

ization allowed us to only look at these images as potential errors.
Thus, instead of looking at all 70,000 images in a file explorer, we
had to look at only 490 misclassified images through a guided pro-
cess.

When looking at the classes seven and one, some samples are al-
most impossible to distinguish while being from different classes.
This can be seen in Figure 3. Here, different cultural interpretations
of said classes might lead to Class Interpretation Errors. We found
that the US-American versus European writing style of these digits
might introduce problems to this data set. We also discovered in-
dividual instances that are mislabeled in the MNIST data set. Fig-
ure 2 shows a data point that clearly shows a three, but was labeled
as a five. More of such examples can be found in our supplementary
material.

Cifar10. The Cifar10 data set [KHO09] consists of 32 by 32 pixel
colored images from ten different classes. The model used for train-
ing on this data set was built by two blocks, each containing two
convolutional layers followed by a pooling and a dropout layer.
This was then followed up by two dense layers each also preceding
a dropout layer, before the final softmax classification layer was
added. With this intentionally simplistic network, we reached an
accuracy of 77.13 percent, which is representative of real-world
training scenarios on new, domain-specific data sets. Even with the
classification comparably low accuracy we reached, we only had to
look at 22.87 percent of the data.

As can be seen in Figure 5, for Cifar10, we were able to spot an
image that was incorrectly labeled as cat, while showing a frog.
When performing an in-detail inspection of the Ibl/cls combination
of the label cat and the classification frog, we found this incorrectly
labeled image by iteratively removing outliers from the embedding
visualization. Additionally, we found a set of very similar bird im-
ages as shown in Figure 7. While this is not a clear error in the data
set, having multiple highly similar images of an ostrich in this data
set is at least debatable.

Our approach is generally targeted towards domain-experts that
get their data labeled and then train a classifier on that data or use
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Figure 7: At the bottom of our in-detail visualization, we show
pairs of similar images. The user can then decide whether these
should stay in the labeled data set (e. g. in cases where data aug-
mentation is used) or if they should be removed (in case of un-
wanted duplicates). The images show five similar images of a bird
discovered in the Cifarl0 data set (original resolution 32 by 32).

online services such as AutoML [Goo19] for training classifiers.
Here, these control mechanisms are even more important, as data
quality can be worse than in benchmark datasets. However, the fact
that we were even able to find errors in two of the most popular
benchmark data sets in the machine learning community shows
how important approaches as the one we propose are.

5.2. Qualitative Evaluation

Based on our implementation, we additionally conducted a qualita-
tive study to test the applicability of our approach. In our user study,
10 participants had to find and resolve errors in a labeled data set.
Participants were recruited in a university setting, whereby out of
the 10 participants, only two had experience with neural networks
and none of them had seen or heard of our approach before. This
shows, that no ML background is needed to use our visualization
guidelines.

To generate a setup in which we could recruit participants in a
university setting while still reflecting a real-world scenario, where
data-experts would correct their noisy data set using our approach,
we chose to use the MNIST data set in our study. This dataset re-
quires no prior knowledge to review, as it consists of hand-drawn
digits, which anyone can identify. To be able to verify which items
have been changed by a participant, we corrupted the data set by
introducing five errors of each type. For Class Interpretation Er-
rors, we changed 1,400 images from nine to six, 700 images from
one to four, 700 images from three to one, 350 images from eight
to two and 175 images from seven to three. For Instance Interpre-
tation Errors, we changed the labels of five images from different
classes. With this, we tried to reflect real-world scenarios, where
CIEs would introduce many more incorrect labels than IIEs. Sim-
ilarity Errors were introduced by duplicating five images. In this
study, we told the participants to remove all duplicates, as reason-
ing about if they are actually harmful could not be done in this
setting. In total, we introduced 3,330 mislabeled images and five
duplicates.

We then trained on this data set and visualized the results using
our implementation. The classification accuracy for this manipu-
lated data set was at 94.37 percent, hence, participants were only
presented the 5.63 percent that were misclassified. This equals to
about 4,000 out of the 70,000 images. We provided a short in-
troduction of about 10 minutes which showed our idea for data-
cleanup and explained the task, which was to resolve as many er-
rors as possible in 15 minutes. We then let them use the approach
we propose in this paper to resolve all errors they spotted.
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With our similarity guidance, all participants were able to resolve
all duplicates. We mainly attribute this to our visually prominent
similarity indicators in the data set overview, and the fact, that the
most similar items in a Ibl/cls combination are shown separately
when inspecting such combinations in detail. On average, every
participant changed the labels of 2,902 images, of which only 27.5
were incorrectly changed. They thus managed to bring the num-
ber of incorrect labels down by 85.65 percent on average. This is a
reduction to 477 errors from 3,330 after only one iteration of our
approach. We then used the corrected data sets to train the clas-
sifier once again for each participant. On average, the validation
accuracy rose to 99.05 percent, which shows the enormous impact
of such data-cleanup. This shows the applicability of our approach
to cleaning noisy labeled datasets.

Looking at the images that we initially considered as incorrectly
changed also provided an interesting insight. When investigating
them, we found that some of them seemed to be mislabeled in the
original data set. The participants thus found new errors in the well-
established MNIST data set by using our approach. Examples of
these errors are included in the supplementary material.

To also evaluate the usability of our techniques, we asked the par-
ticipants to rate the helpfulness of our approach. They had to rate
the helpfulness of the visualizations from one, not helpful at all, to
five, helped a lot, all of them rated the visualizations between four
and five, with an average of 4.4. When asked what they found most
helpful, most of them said the overview guidance approaches were
helpful for spotting errors in the data set. Some additionally men-
tioned that it is also essential to be able to inspect individual sam-
ples for resolving errors. When asked what was bad and could be
improved, many said that the latency was a problem. This, however,
was a problem specific to the study setup and not to our approach
perse.

As all participants were able to improve the data set by a large
margin and thus greatly improve classification accuracy, this study
shows that our proposed approach can, in fact, be a valuable tool to
clean up labeled data. Also, as our participants stated, our guidance
system helps users focus on critical training samples which greatly
reduces samples that need to be reinspected.

6. Limitations

Currently, the approach we present within this work is limited to
classification problems. For other problems, different error mea-
sures, as well as visual guidance systems, would have to be in-
vented, which remains an open research question. Additionally, the
error types we present within this paper cannot be applied out-
side the domain of classification problems. While our approach
is model-agnostic and does not depend on the data that is used,
the exemplar implementation we provide is focused on image-
data in combination with CNNs. We propose three types of er-
rors, which our analysis of labeling processes suggests are most
common. However, one could think of other error cases, for exam-
ple, if a labeler assigns completely random labels to all images. We
did not include such error cases, as most of them could be filtered
by traditional quality assurance methods. Nontheless, investigating
and handling other potential labeling errors remains an open chal-
lenge. Also, while matrix views are a common metaphor for getting
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an overview of classification results for a data set, and our proposed
matrix is even more condensed than others, it cannot scale indefi-
nitely. We tested our approach with data sets containing up to more
than 20 classes. A data set with 22 different classes containing an-
imal skull X-Ray images, can be seen in our supplementary mate-
rial. Yet, for data sets that contain even more classes, matrix views
are not optimal. In this case, users would have to look at a subset of
classes rather than viewing the whole class-pool right away. How-
ever, this is a general research question and is not tied only to our
approach.

7. Conclusion

After introducing the problems that mislabeled training data for
classification algorithms bring with them, we formulate a novel
categorization of error types that typically occur in labeling settings
for classification tasks. While there are other approaches that aim at
improving noisy labels in training data, ours introduces the concept
of using the trained classifier as a support for resolving these three
different error types. The proposed visual correction approach can
be performed at any point in the lifetime of a training data set, and
permanently and reliably improves training data sets after the la-
beling process has been finished. Contrary to other approaches, our
visual error correction tightly couples automated approaches with
user interaction to ensure data quality. To model this visual cor-
rection approach, we define the user-tasks of first, detecting errors,
then, reasoning about them, and finally resolving them, which users
typically perform for cleaning up data sets. Our method fits espe-
cially well into the context of crowdsourced data-labels. With the
ongoing automation of data acquisition, as well as classifier train-
ing, we imagine such data-cleanup techniques to be picked up in
these contexts. Our approach could be a candidate to be plugged in
directly into services such as AutoML [Goo19], where labels and
classifiers can be obtained automatically, and correctly labeled data
is crucial.
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Net2Vis — A Visual Grammar for Automatically
Generating Publication-Tailored CNN
Architecture Visualizations

Alex Bauerle

, Christian van Onzenoodt

, and Timo Ropinski

Abstract—To convey neural network architectures in publications, appropriate visualizations are of great importance. While most
current deep learning papers contain such visualizations, these are usually handcrafted just before publication, which results in a lack
of a common visual grammar, significant time investment, errors, and ambiguities. Current automatic network visualization tools focus
on debugging the network itself and are not ideal for generating publication visualizations. Therefore, we present an approach to
automate this process by translating network architectures specified in Keras into visualizations that can directly be embedded into any
publication. To do so, we propose a visual grammar for convolutional neural networks (CNNs), which has been derived from an
analysis of such figures extracted from all ICCV and CVPR papers published between 2013 and 2019. The proposed grammar
incorporates visual encoding, network layout, layer aggregation, and legend generation. We have further realized our approach in an
online system available to the community, which we have evaluated through expert feedback, and a quantitative study. It not only
reduces the time needed to generate network visualizations for publications, but also enables a unified and unambiguous

visualization design.

Index Terms—Neural networks, architecture visualization, graph layouting

1 INTRODUCTION

APERS utilizing CNNs are published on a daily basis. An
Pessential aspect of all these publications is to communi-
cate the used or developed network architecture. Accord-
ingly, a rising number of architecture visualizations can be
observed from year to year (see Fig. 2). Authors, who often
may lack visualization expertise, mostly use handcrafted,
non-standardized visualizations. As a consequence, gener-
ating visualizations takes significant time, and authors often
employ suboptimal visual encodings that are sometimes
even inaccurate or erroneous.

We argue, as backed by our expert questionnaire
(see Section 6), that the time invested in suboptimal visual-
izations would be better used to improve training results.
Nevertheless, such abstract visualizations are generally con-
sidered to be of great importance. Therefore, automated
approaches that obey to a common visual grammar are
required. We argue that, ideally, such a visual grammar
should be informed by three factors: current practice, expert
demands, and visualization expertise. Accordingly, we
have analyzed properties of existing architecture visualiza-
tions, which we scraped from all ICCV and CVPR papers
published between 2013 and 2019 — which led to a pool of
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751 such visualizations. ICCV and CVPR are prime confer-
ences on machine learning for vision-related tasks and,
thus, reflect the great need for such automated visualization
approaches. Additionally, we contacted authors of highly
cited papers encompassing architecture visualizations, in
order to assess their demands. Last but not least, we
brought in established rules from the data visualization lit-
erature to inform our visual grammar. Based on this, we
propose the first method to automatically generate abstract,
publication-tailored visualizations of complex, modern CNN
architectures, obeying a unified visual grammar, which we
refer to as Net2Vis. To this end, we make the following three
main contributions:

1) We propose a set of requirements for effectively
communicating neural network architectures, based
on expert feedback and the analysis of existing
visualizations.

2) Based on these requirements, we propose a new
visual grammar for CNN architecture visualizations,
which we make available via an online platform that
transforms Keras code into visualizations tailored to
the use in publications.

3) We release a data set of 751 neural network architec-
ture visualizations, which we have extracted from all
papers published at ICCV and CVPR between 2013
and 2019.

Fig. 1 shows an example visualization of a U-Net variant
generated using our approach. To evaluate our approach,
we conducted both a quantitative user study and a qualita-
tive usability evaluation. The obtained results indicate that
our techniques are beneficial for creating and reading CNN

1077-2626 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 1. Visualization of a U-Net variant. It was automatically generated using our approach based on the Keras code describing the architecture. Data
flows from left to right. Glyphs represent layers or aggregates, while lines represent connections. Glyph widths communicate feature size, while
heights communicate the spatial resolution. Both values are also given through labels, while dashed boxes on the left and right serve as placeholders
to provide input and output samples. The legend communicates layer types and the composition of aggregates.

architecture visualizations, which is important for broad
acceptance and unambiguous CNN architecture communi-
cation. Our techniques can be used in the form of an online
platform at: https://viscom.net2vis.uni-ulm.de.

2 RELATED WORK

Handcrafted visualizations are part of many research papers
that use neural networks in their publications [1], [2], [3], [4].
However, they differ greatly in their visual appearance,
which complicates transferring knowledge between them,
e.g., [5], [6], [7]. In addition, they sometimes contain errors,
as can be observed in work done by Henzler et al. [8], where
visual glyph encoding and glyph labeling diverge. Thus,
automatically visualizing network architectures to convey
their underlying ideas is an extensive field of research. In the
following, we divide related research into approaches for
debugging and investigating network architectures, and
approaches targeted towards communicating these.

Debugging Approaches. Demonstrating the importance of
visualization for the field, most deep learning frameworks,
such as Tensorflow [9] with TensorBoard [10], Caffe [11]
with Netscope [12], and also Keras [13], directly provide
visualization toolkits.

All of these are clearly designed for online use. They are
based on vertical layouts for detailed visualizations
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Fig. 2. Number of CNN architecture figures we extracted from all ICCV
and CVPR papers between 2013 and 2019. We searched for pages of
papers containing figures and the words figure and architecture in the
same line to extract these. Then we manually filtered them to obtain only
neural network architecture visualizations.

including all layers and parameters and provide some infor-
mation only on interaction. Their consumption of visualiza-
tion space and required user interaction are perfect for
debugging the network architecture, but it renders them
inapplicable for use in publications.

Network visualization tools similar but unrelated to
these frameworks such as ANNvisualizer [14] and Netron
[15] suffer comparable shortcomings. Their glyphs do not
convey any information apart from layer type, whereby
additional information is displayed by overlaying textual
annotations on top of the used glyphs. Additionally, their
vertical layout, along with spacing between layers makes
even small networks appear relatively large.

Another interesting visualization approach along this
line was presented by Wang et al. [16]. Here, the focus is
on comparing different neural network architectures. The
approach can be used to identify differences in neural
architecture design, compare the number of parameters,
and draw conclusions for one’s own architecture choice.
However, while this approach allows for in-depth compar-
isons through interactive visualizations, it is not designed
to convey network architecture details in a compressed,
static way.

Communication Approaches. Some visualizations convey
neural network architectures to explain their functionality
to novices [17], [18], [19], [20], [21], or are targeted towards
analyzing what a network has learned [22], [23], [24], [25].
These visualizations clearly fulfill their purpose to support
education or interpretability, but are not designed for use in
publications. They all display basic network architectures
limited to a specific use case and are not generalizable to
more complex architectures.

One visualization technique that is specifically targe-
ted towards use in scientific papers is Drawconvnet [26].
Convnet-drawer [27], which builds on the aforementioned,
provides such visualizations, and even allows visualiza-
tion generation from source code. Similarly, NN-SVG also
claims to create publication-ready network visualizations
[28]. While these techniques can be used for small and sim-
ple networks, they all face major problems. First, they do
not scale to modern, large network architectures since no
aggregation technique is implemented. Second, they visual-
ize layer connections simply by placing the layers from left
to right, which means that parallel network parts cannot be

Authorized licensed use limited to: KIZ Abt Literaturverwaltung. Downloaded on May 18,2021 at 11:38:12 UTC from IEEE Xplore. Restrictions apply.
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represented. Additionally, in Drawconvnet and NN-SVG,
users have to invest the time to rebuild their network archi-
tecture to obtain visualizations.

The surveys by Hohman et al. [29] and Yuan ef al. [30] dis-
cuss many of these graph visualization techniques. One
important downside of all currently available approaches is
that they struggle to visualize large networks in a compact
way. Thus, it remains an open challenge to generate publica-
tion-tailored visualizations, despite the existence of the visu-
alization systems described above. Current state-of-the-art
visualizations [10], [12], [15] allow to inspect operations in
great detail. However, these visualizations lack abstractions
to make the general network structure comprehensible at a
glance. For a demonstration of this problem, see our supple-
mentary material, which can be found on the Computer Soci-
ety Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TVCG.2021.3057483, which contains a comparison
between Netron, Netscope, TensorBoard, and our approach.
Other visualization techniques that aim at providing publi-
cation-ready visualizations cannot handle modern network
architectures [26], [27], [28] and lack important features
requested by experts. Thus, in research papers, these com-
plex networks are usually simplified and drawn manu-
ally [4], [7], [8].

Besides the extra time effort related to this manual draw-
ing process, the field lacks guidelines to create such visual-
izations, as is observable in our review of papers from
CVPR and ICCV. Some properties in existing visualizations
are ambiguously interpretable, e.g., where downsampling
happens, and, for the lack of a common visual grammar,
knowledge can hardly be transferred between different
publications. Therefore, we propose a novel visualization
technique for abstract architecture visualizations that are
optimized for use in scientific publications, where display-
space is limited and interaction is impossible.

3 DESIGN REQUIREMENTS ABSTRACTION

We argue that for abstract CNN visualizations, both model
properties and layer properties need to be visualized.
Model properties are important for the layout and arrange-
ment of the network architecture, while layer properties
visualize parameters of individual layers, or groups of
layers. In the following sections, we describe how we used
the analysis of current practice and insights from visualiza-
tion research to inform our design proposition for CNN
architecture visualizations.

Data Collection. To support this analysis, we interviewed
multiple ML practitioners and reviewed 751 figures of neu-
ral network architectures extracted from papers of all CVPR
and ICCV conferences between 2013 and 2019. This data
was gathered by crawling http://openaccess.thecvf.com/
for all 7988 main conference papers using scrapy [31]. We
then filtered for neural network architecture visualizations
and extracted all 1168 pages that contain a figure and had a
line of text containing both the words figure and architecture
using PyPDF2 [32]. We used pdffigures2 [33] to then extract
the figures from these pages. This yielded 1027 images
which we manually coded with respect to their visualiza-
tion design choices. Since some of the used tools did not
work perfectly, we had to delete images that did not
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contain, or contained corrupted versions of architecture vis-
ualizations, leaving a total of 751 figures. To our knowledge,
this is the first data set of such visualizations. The visualiza-
tion properties we analyzed are italicized in the following
sections and listed in the data set we release alongside this
paper. The following observations are based on both, expert
feedback and this figure analysis. When based on figure
analysis, we indicate how many of the analyzed papers
used a certain encoding as a percentage value.

3.1 Model Properties

In the following, we discuss which model properties of a
neural network need to be communicated to quickly assess
relevant architectural decisions within a neural network, as
derived from the collected data.

Layout. Maybe the most important factor when visualiz-
ing neural network architectures is the interconnection of
layers as it communicates the order in which the computa-
tion graph is executed. At the same time, there is also lim-
ited space for publication figures, which is to be taken into
account when designing such visualizations. Thus, one has
to find a layout that clearly communicates the order of com-
putations, while also not wasting too much space for a sin-
gle publication figure.

Connections. A consistent layout helps to resolve the
order in which the network graph is traversed, but there is
still important information missing, namely, connectivity.
Without connectivity information, it is not clear which layer
in a network routes data to which following layers. Espe-
cially if network graphs contain parallel execution steps,
simply laying out the network layers in a consistent manner
will not always resolve which layers actually interact with
each other. Thus, communicating which layers are con-
nected in the computation graph is essential.

Aggregations. When thinking about visualizing modern
network architectures in publications, space and complexity
is a major point of concern. It is a well-known fact in the visu-
alization literature that hierarchical aggregation can help to
simplify visualization designs [34]. Following this, as net-
works get more complex, authors manually aggregate layers
to make their architectures fit on one page (63.4 percent).
Here, legends sometimes indicate which layers are aggre-
gated (15.2 percent). Both of these numbers were rising over
the years, as shown in our supplementary material, available
online. We, thus, argue that communicating modern net-
work architectures requires a way of aggregating layer
glyphs to create overview visualizations.

Omission. Another way of simplifying displayed network
architectures is to just omit layers that are not important to
convey the general idea of the network architecture. This is
supported by our expert feedback, which indicates that sim-
plification is a major feature for visualizations of neural net-
work architectures.

Input and Output Samples. Several of the network visual-
izations incorporate input or output examples (73.1 percent).
However, samples are mainly useful for image or shape
related tasks and do not provide additional information
concerning the network architecture. We thus argue that
such samples can help for some application areas, while
they should not be presented for others.
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3.2 Layer Properties

Layers are the building blocks of the computation graph
that defines any network architecture. Thus, visualizing
properties that parametrize these layers is important to con-
vey the structure and architectural decisions of said net-
work. In the following, we discuss important layer
properties and explain which of those should be visualized
for obtaining a general overview of a network architecture.

Layer Type. We consider the layer type to be the most
important layer-specific variable. Together with the model
properties, it already helps greatly in determining the func-
tionality of a neural network. It is thus important to encode
layer types as a visually prominent variable.

Spatial Resolution. Next, to determine the functionality of
a neural network architecture, it is important to be able to
follow the transformation of data into or out of the latent
space, which is often referred to as the change of spatial res-
olution. Thus, the dimensionality of data is another variable
to be considered when visualizing neural network architec-
tures. While only slightly more than half of the surveyed
visualizations encode the spatial resolution (53.7 percent),
expert feedback, and the fact that this variable can be
encoded within the layer glyphs, suggests that visualizing it
brings great benefit at no cost. We thus advocate for always
providing information about spatial resolution.

Feature Channels. All previously mentioned attributes
apply to almost all types of neural networks. Feature chan-
nels, on the other hand, are mainly important for CNNs.
Thus, most visualizations do not at all encode the number
of feature channels (56.7 percent). Since feature channels
match the variable type of the spatial resolution, and since
they are tightly coupled across the network, they are often
viewed in combination. Thus, they support the assessment
of data transformation, and our evaluations surfaced that
their display is important for architecture visualizations of
CNNe.

3.3 Properties Not to Be Visualized
We propose a set of properties to be visualized for provid-
ing an overview of a network architecture. However, there
are other properties we explicitly advise to omit in non-
interactive visualizations of neural network architectures.
Kernel Size. Kernel sizes can be found in many visualiza-
tions as textual descriptions of layers (24.4 percent) or as
encodings in the layer glyphs (5.0 percent), but are not
encoded in most of the visualizations (73.5 percent). When
analyzing why kernel sizes are not displayed in most visual-
izations, two factors were apparent. First, kernel sizes often
are consistent across multiple layers leading to repeated
information. This is in contrast with the request for reduced
complexity by domain experts (see Section 6). However, the
biggest problem with them is that they are in stark contrast
with layer aggregations, which are important to reduce the
complexity of network visualizations. For aggregations,
there is no such thing as one kernel size as it may differ for
layers contained in them. Additionally, as aggregations are
reused, kernel sizes may be different again. We aim at
reducing repetition and embracing aggregation. Thus, we
propose not to display kernel sizes in overview visualiza-
tions for neural networks. This is in line with the expert
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feedback of domain experts, e.g. I'm very interested in great
visualization tools that emphasize function and architecture over
the kind of "obtuse prettiness” [...].

Additional Layer Properties. Neural network layers contain
many more features such as weights, strides, padding, and
others. Yet, most of them only exist for certain layer types
and are thus rarely communicated. Some printed visualiza-
tions include features such as activation maps, e.g., [5], or
receptive fields, e.g., [35], but they are only provided for
specialized use cases. In contrast, we argue that for obtain-
ing a general network architecture overview, such features
are not necessary. This is supported by our expert feedback
and in line with our goal of providing an abstract overview
of the network architecture, where detailed information can
be obtained by reading the publication it is contained in.

Dimensionality. Three-dimensional visualizations are help-
ful if the reader’s task includes shape understanding, but
less so for any relational task [36], [37]. Thus, the relation
of layers and their spatial position would suffer from
being visualized in 3D, while the benefit of using three-
dimensional layer glyphs would only be to resemble the
shape of data in case it is three-dimensional. Another impor-
tant argument against three-dimensional visualizations in
publications is that the viewpoint cannot be changed. Con-
trary, exploration is essential for utilizing the benefits of
three-dimensional visualizations [36], [38]. About half of
the analyzed network visualizations display layers in 3D
(50.2 percent), however, this added dimension does not con-
vey additional information for most of them. Since the reduc-
tion of spatial resolution is almost always applied to all
spatial dimensions equally, the third dimension is not
needed for the visualization of such changes. For those rea-
sons, we advise not to visualize layer glyphs in 3D.

3.4 Summary
Based on these requirements, we propose to use the follow-
ing properties in any visualization that aims at providing a
general overview of a CNN architecture in non-interactive
visualization environments:

Model Properties

1) Layout

2)  Connections

3) Aggregations

4)  Omission

5) Input and Output Samples (for some tasks)

Layer Properties

1) Layer Type

2)  Spatial Resolution

3) Feature Channels (for convolutional layers)

We, thus, elaborate on what to visualize in this section,
defining the dimensions of our proposed design space. This
assessment is based on our analysis of figures extracted
from the top conferences in the field, as well as expert feed-
back both before and during the development of our
approach. It is strictly tailored towards conveying the over-
all idea of a network architecture, and does not cover cases
in which specific features of a network are to be communi-
cated. Therefore, we also provide guidelines for which fea-
tures not to visually encode for abstract architecture
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visualizations, thus preserving simplicity and preventing
the need for interaction. By always visualizing the afore-
mentioned parameters in the same way, users can transfer
knowledge between different visualizations. We thus advise
not to render the mapping of variables customizable.
Instead, we propose a unified visualization design for these
parameters. In the following sections, we map these visuali-
zation properties (i.e., what to visualize) to specific visual
encodings (i.e., how to visualize them), describing the pro-
posed design space inspired by similar design space
descriptions [39], [40].

4 VISUALIZATION OF MODEL PROPERTIES

Based on our assessment of important visualization aspects
for communicating CNN architectures as described in the
previous section, we now explain how we propose to visu-
ally encode the model properties. For these global proper-
ties, the design space consists of the aforementioned
dimensions, i.e., Layout, Connections, Aggregations, Omis-
sion, and Data Samples, which we describe in the following
subsections.

4.1 Layout

The representation of this design space dimension mainly
concerns the spatial arrangement of layers which can be ver-
tical or horizontal, and in any direction. Most investigated
neural network visualizations layout their layers from left
to right (81.6 percent). Our figure analysis as well as the col-
lected expert feedback indicate that for publications, this
layout is preferable over vertical layouts, which are often
used in online tools. It does not only preserve the reading
direction of western cultures, but visualizations also nicely
fit across the width of a page. Furthermore, perceptual rank-
ings indicate that position best encodes ordered data [41],
[42], [43], such as the order of network layers. Follow these
insights, and the fact that space taken up by publication fig-
ures is important, we propose to employ a narrow horizon-
tal layout, in which parallel execution steps of the network
are stacked vertically on the same horizontal position.

To layout CNN graphs, we propose to use the network
simplex algorithm [44] which is explicitly targeted towards
drawing directed rank-based graphs. The rank-based nature
of this algorithm perfectly fits our use case in which parallel
layers are to be placed at the same x-coordinate, and
sequential parts of the network tend to be drawn on the
same vertical level. Using an algorithm that only layouts
series-parallel graphs is not an option, since Keras opera-
tions are not restricted to those (e.g., [a — b,a — ¢, b —
dyc— d,d— e, b— e]).

4.2 Connections

For this dimension of the design space, possible representa-
tions are an implicit connectivity without explicit visualiza-
tions and different forms of connecting lines. In existing
figures, connections between layers are visualized either
using lines (73.4 percent) or by simply placing layers next to
each other. Some visualizations additionally add arrow-
heads to clarify the direction of data flow (65.9 percent). Fol-
lowing most visualizations, we also propose to use lines as
connections between layers to emphasize the graph structure
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(a) Data-paths (b) Dimensionality

(c) Handles

Fig. 3. (a): Two simultaneous data-paths. The layer displayed on the left
has two outgoing connections, while the layer displayed on the right
fuses these paths back together. (b): Left: layer that reduces the spatial
resolution; Center: same spatial resolution for input and output; Right: a
layer that increases the spatial resolution (c): Multi-handled glyphs are
always connecting corners on the input side with corners on the output
side, here depicted by a dotted line.

of neural networks. However, we propose not to add arrow-
heads to these connections, as the forward data flow direc-
tion is uniformly left-to-right in our visualizations.

Many architectures contain skip connections visualized by
lines between distant layers (55.9 percent, rising over the
years, see supplementary material available online). Dis-
playing splits in the execution graph only through lines has
the negative implication that size-related attention bias is
induced [45], [46]. Thus, we propose a glyph design that
prevents such issues. Whenever a layer has multiple outgo-
ing or incoming connections, we modify the glyph that rep-
resents it as shown in Fig. 3a. This way, there might be
multiple ends on the left or the right side of the glyph each
having the same visual prominence. At the same time, splits
and joins of the data flow, which are important features of
the architecture, are highlighted. A visual representation of
such multi-handled glyphs is illustrated in Fig. 3c.

One might think that this layer shape induces problems
with edge crossings. However, edge-crossings are uncom-
mon to neural network architectures. We have only found
planar network graphs which consequently can be laid out
to avoid crossing edges.

4.3 Aggregation
The aggregation of multiple layers is another dimension in
our design space. Here, representations can be no aggrega-
tion of layers, vertical stacking, or replacement with a group-
representing glyph. As modern networks become increas-
ingly complex, the aggregation of layers is inevitable. Such
aggregations can contain many layers at once, and even par-
allel paths, which is why we do not employ a stack-based
visualization. Instead, we adopt the paradigm of providing
ways to aggregate multiple layers and replacing them with a
new, single glyph. As this removes direct insight into the
content of aggregations, we resolve them in a legend below
the network graph. Furthermore, domain experts and users
frequently requested a visual separation of aggregations.
Thus, in our approach, their border is drawn thicker, and
their color scheme is inverted (lighter border than center).
Aggregation Constraints. As aggregations substitute all
occurrences of selected layer sequences throughout the

Authorized licensed use limited to: KIZ Abt Literaturverwaltung. Downloaded on May 18,2021 at 11:38:12 UTC from IEEE Xplore. Restrictions apply.



BAUERLE ET AL.: NET2VIS — A VISUAL GRAMMAR FOR AUTOMATICALLY GENERATING PUBLICATION-TAILORED CNN...

14445444
TIIXCIL

Conv

Gl.Avg.Pool

Dense

Input Add

Route

2985

2048 1000

MaxPool

Hin)

Residual 1

o

Residual 2

Fig. 4. With ResNet50, the removal of activation and batch-normalization layers from the visualization, which do not add information about the net-
work structure, along with the repetition of residual blocks in ResNet allows us to reduce the number of glyphs that need to be drawn from 177 to
just 21, even though we added routing layers to clearly define the beginning of a residual block.

graph, only parts of the network graph that can be repre-
sented by one sequential layer can be aggregated. We, thus,
restrict aggregation to sequentializable segments. This way,
no deformed aggregation layers can occur, where two out-
puts or inputs might differ in their spatial resolution. This
ensures visual consistency such that layers always manipu-
late the data the same way for all of their connections and
that all connections of each layer end on the same horizontal
level in the graph.

Automatic Aggregation. To generate aggregations, the
layers to be aggregated can either be selected by the user or
more conveniently be selected automatically. To obtain
automatic aggregations, we propose to analyze all sequen-
tial parts of the network. We then search for recurring
sequences of layers. The most frequent of these sequences is
then assumed to be the preferred aggregation.

Interacting With Aggregations. We argue that visualiza-
tion designers should be able to remove or temporally
deactivate aggregations of the network, which expands
abstracted layers back to their initial layout. Deactivated
aggregations are preserved in the legend for later reuse to
be able to explore the visualization without losing informa-
tion. To visually convey the state of aggregation, we pro-
pose to draw active ones with a dark outline and black
description text, while outlines and text are drawn in light
gray for inactive aggregations and layer types that are hid-
den by the user.

This way, the effect of different aggregation levels can be
explored while preserving all aggregation information.

Split Layers. While there are dedicated layers to fuse com-
putation paths, routing the data to multiple outputs is done
implicitly. Thus, it is possible, that, e.g., an activation layer
feeds data to two different paths. Visually, this is a problem
as splits and merges of the computation graph are often
seen as blocks and frequently get aggregated by the user.
Activations are orthogonally seen as the end of a computa-
tion group rather than a start of one. For such dedicated
groups, we argue that the user should be able to add special
routing layers. This way, they can clearly communicate the
special role of such multi-path aggregations while also
assigning more importance to data path splits, e.g., as
shown in Fig. 4.

4.4 Omission
In the computation graph, any function that has been added
by the developer is considered a network layer. However,

these graphs can be defined at different levels of detail (e.g.,
activation within layer or separately). Thus, in our
approach, this graph can be thinned by the user to better
convey the underlying architecture rather than each indi-
vidual computation step by hiding individual layer types
entirely. Showing a graph overview, and then allowing the
user to filter it is in line with Shneiderman’s mantra [47].

4.5 Input and Output Samples

As described in the property analysis of Section 3, input and
output samples may, for some networks, be helpful. Directly
integrating such samples would, however, require the user
to provide training or testing data, and thus interfere with
the automatic nature of our visualization design. We thus
propose not to include them directly in any programmatic
CNN architecture visualizer. Instead, we suggest to option-
ally provide placeholders for input and output samples
which users can replace during post-processing with actual
samples.

5 VISUALIZATION OF LAYER PROPERTIES

In the following, we describe the design space dimensions of
the visual layer encoding we propose based on the design
discussion presented in Section 3, in other words, how to visu-
alize layer properties. Our visualization design supports the
direct encoding of layer type, spatial resolution, and the num-
ber of feature channels. By reducing the visualization space to
these three variables, we are able to encode all of them in sim-
ple glyphs that represent the layers of the network architec-
ture to be visualized. For the spatial resolution and the
number of feature channels, percentages only consider the
464 visualizations that contain convolutional layers, as we
explicitly tailored our glyph design to work well for CNNs.

5.1 Layer Type

The design space dimension for the layer type can take the
representations of textual display, color-coding, and shape-
encoding. Most visualizations only use textual descriptions
(52.7 percent), or text along with glyph color (14.6 percent)
to convey layer types. However, it can be repetitive to
encode the layer type as text below each layer. We, thus,
propose to provide this textual encoding optionally
(see Fig. 6) while not being displayed in the default setting.
The layer type is a categorical attribute and consequently
best visualized using a channel that is optimized for such
data [36], [48]. In Mackinlay’s ranking [41], color ranks just
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Fig. 5. Accessible encoding of the layer type to also support readers with
monochromatic vision and publications without color.

behind position, which we already employ to communicate
the data flow of the network. Perception research also
shows that color is a visually dominant channel [49]. Thus,
we propose to use a color encoding to convey the layer
types in the visualized network.

Color Assignment. In our approach, colors for new layers
are automatically preset in accordance to one of two alterna-
tive approaches. The first approach is motivated by farthest
point sampling. It finds unused colors in hsv color space by
searching for the biggest gap between any two hue values
of already used colors. This is the most functional approach,
as it optimizes for color difference. Unfortunately, it might
result in colors that are indistinguishable by color-blind
users and unpleasant color choices. Therefore, the second
option for color proposition is palette-based and serves as
the default. We suggest to use two color palettes, one from
materialuicolors [50] for visually pleasing color mappings,
and one adapted to users with trichromatic or dichromatic
vision [51]. Additionally, visualization designers should
always be able to customize the color that is used to encode
a layer type.

To also make our visualizations accessible to readers with
monochromatic vision, and support publications without
colored images, we also propose a texture-based encoding of
layer types, see Fig. 5. We provide twelve distinguishable
patterns that can be extended upon when needed.

Legend Generation. Since we use color-coding to differenti-
ate between layer types, a legend that maps these color
codes back to layer names is needed. This legend contains a
glyph for each layer type in the network and displays the
name of its layer as shown in Fig. 4. Based on expert feed-
back, legend items are sorted from simple to complex. This
complexity is determined by analyzing the dependency-tree
of aggregations, whereas nested aggregations are seen as
more complex.

5.2 Spatial Resolution

The spatial resolution is a design space dimension that
might be represented by glyph height, glyph width, glyph
color, and textual annotations. As the spatial resolution is a
quantitative and sequential variable, length, angle, slope,
and area are the best remaining options for encoding it [41],
[42], [52]. In some visualizations, the spatial resolution is
represented by the shape of the layer glyph in combination
with textual information (10.8 percent) or just textual repre-
sentations (10.1 percent). However, mostly only glyph
shape (32.8 percent) is used. We propose to use height in
combination with text as a direct mapping of the spatial
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Fig. 6. Net2Vis can also be used to generate visualizations of multi-
dimensional network architectures.

resolution, as this does not interfere with our network lay-
out and can be encoded in the glyph design directly.

However, not all visualizations map glyph height in the
same way. Sometimes the height of the downsampling layer
already encodes the changed resolution, while in other visu-
alizations, the next layer is first affected by this change. This
ambiguity makes the interpretation of such visualizations
hard, as one needs to determine which representation was
chosen for each visualization approach. Furthermore, the
transformation of the resolution is determined by multiple
parameters (e.g., stride, kernel size, padding). Thus, the out-
put resolution is a result of the inner working of a layer rather
than a fixed parameter. We, therefore, propose to visualize
the spatial resolution as a change within the layer. To convey
the underlying transformation, we set the height on the left
edge of the glyph to match the input resolution, while the
height on the right edge of the glyph reflects the output reso-
lution, resulting in trapezoid-shaped glyphs, as shown
in Fig. 3b. This conveys the change of resolution as a result of
the mathematical operations within the layer while at the
same time removing its ambiguity. In addition, with this
encoding, the relation of input and output dimension from
layer to layer as well as across the whole network is clearly
visible by horizontally scanning the visualization [53].

To draw these glyph shapes, in our approach visualiza-
tion designers can define a minimal and maximal height for
the glyphs. We then obtain the spatial resolution for the
input and output tensors for each layer. The highest and
lowest value of all spatial extents gets mapped to the
extremes of the user-defined height values. Values between
these extremes are interpolated linearly to convey the actual
spatial resolution for the input and output of each layer in
the network. Using these interpolations, each input and out-
put of every layer gets a height value assigned, which maps
this important quantitative variable to the vertical length of
the glyph ends, as Mackinlay’s ranking suggests [41], [52].

We found that it is mostly not important to convey the
exact spatial resolution by means of textual descriptions, as
only 20.9 percent do so. Since many modern architectures
further allow inputs to be arbitrarily shaped, e.g., [3], [7],
[54], the spatial dimension is not necessarily fixed at any
given layer for many network architectures. We, therefore,
advocate for the option to toggle labels that display the
exact spatial resolution between the layers, following our
visualization design, in which the resolution is fixed
between layers but changes within them.
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5.3 Feature Channels

Similar to the spatial resolution, feature channels may be rep-
resented by glyph height, glyph width, glyph color, and tex-
tual annotations. Textual descriptions (20.0 percent), glyph
shapes (13.8 percent), or a combination of both (9.1 percent)
are common for conveying the number of feature channels.
The number of feature channels, just as the spatial resolution,
represents the important transformation into or from latent
space, tightly coupling these two variables. Thus, we pro-
pose to employ a similar visual encoding to convey them,
again, mapping a perceptually preferable length parameter,
in this case, glyph width, to this variable [41], [43]. Feature
channels are different from the spatial resolution in that they
are fixed properties of a layer and not derived from the previ-
ous dimensions. We, therefore, propose to visualize this vari-
able as a direct property of the layer rather than a change
within it. In our approach, the number of feature channels
can additionally be represented as text, displayed below
each layer.

While the spatial resolution and its change within a layer
is represented by the heights at both ends of the layer glyph,
combining this representation with the number of feature
channels as encoded in the glyph width can reveal impor-
tant overall information on the processed data. Together,
they present the total amount of data that is processed by
the layer. In our visualization design, this amount of data is
implicitly encoded in the area covered by the glyph.

Accordingly, with this glyph design, variable importance
is perfectly aligned with Mackinley’s ranking [41], [42], [53].
At the same time, these glyph shapes fit nicely into the hori-
zontal network layout.

Dense layers only have one intrinsically specified dimen-
sion of data. Since this is a fixed dimensionality, it is more
similar to feature channels than the spatial resolution. Addi-
tionally, dense layers are one-dimensional and commonly
visualized as vertical chains of neurons. Thus, for dense
layers, the number of neurons is also mapped to the glyph
height. Additionally, for better differentiation of these sim-
pler layer types, we also propose to employ a simpler color-
coding, using the same color for the border as well as for
the body of the glyph.

For all of these visual encodings, we propose default
specifications, such as minimal and maximal width and
height of layer glyphs, which can be customized by the user.

6 EVALUATION

To evaluate the proposed concepts, we have visualized
multiple well-known architectures with our techniques,
gathered expert feedback to inform and evaluate our visu-
alization design, and conducted a quantitative user study.

6.1 Application Examples

To provide the community with means to incorporate our
visual encoding, we implemented Net2Vis as an online
application which is available at https://viscom.net2vis.
uni-ulm.de. Here, users can paste Keras code to obtain
ready-to-use architecture visualizations and download
those as PDF figures for direct use in publications, as well
as SVG images, which can be edited in hindsight. To dem-
onstrate Net2Vis’ capabilities, we applied it to several
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commonly used network architectures. Fig. 1 shows a vari-
ation of U-Net [55] which is frequently used for semantic
segmentation. Fig. 4 shows a visualization of ResNet [56]
where we show a reduction from 177 to just 21 glyphs
through our aggregation techniques. Finally, in Fig. 6, we
demonstrate that we also support multi-dimensional net-
work architectures. Even more application examples where
we show that our techniques can even visualize networks
such as InceptionV3 [57] can be found in our supplementary
material, available online. Here we show popular published
neural network architectures [1], [6], [55], [56], [57], [58],
[59], [60], [61], [62], [63], and two network visualizations we
used for our own publications and presentations.

6.2 Comparison to TensorBoard

TensorBoards graph visualization is based on the computa-
tion graph as defined in the program code for the network
architecture. Aggregations in the graph visualizer can, thus,
only be made for those nodes that contain sub-nodes. This
can provide more detail as every operation in the graph
can be examined. However, TensorBoard’s aggregation
approach is far less flexible and not tailored towards publica-
tion figures. For publication visualizations, users typically
want arbitrary aggregations of multiple layers without hav-
ing to specify parent nodes for those in the code first. Our
flexible graph-based aggregation methods support that exact
need, in that they allow for tailoring aggregations in a way
that best communicates the overall architectural ideas. This
also leads to much smaller and easier to understand figures,
which we will elaborate more on in the following evaluations.

6.3 Expert Interviews

After the implementation of the first version of Net2Vis was
complete, we conducted qualitative interviews with experi-
enced machine learning researchers.

Expert Selection. We used Net2Vis to generate replications
of visualizations from published papers. These visualiza-
tions were then emailed together with our questionnaire to
the authors of the respective papers (in the following
referred to as experts). In total, we contacted 7 experts in
this manner who had novel papers or high citation count
and published at different conferences.

Three of those answered our questions, one replied to
have other obligations, and three did not get back to us.
Two of the papers from which the respective experts gave
feedback are highly cited (i.e., Noh et al. [1]: > 2300 and
Long et al. [6]: > 14000), the third is a more recent publica-
tion from 2018 [59].

Questionnaire. Our questions were designed following
Munzner’s nested evaluation model [64]. Thus, we
assessed the need for such automatic visualizations (Q1,
Q5), analyzing the threat of targeting a wrong problem.
We also investigated why 3D visualizations are so common
(Q3), and asked about our visualization design (Q2, Q4) to
evaluate the abstraction and encoding technique, which
are the second and third possible pitfalls [64]. Our imple-
mentation proves interactivity, the fourth possible visuali-
zation pitfall [64].

We intentionally asked only five questions to keep the
time needed to answer our survey relatively low, and thus
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maximize the chance for responses from these well-known
researchers.

However, we encouraged the experts to add any com-
ments to their replies.

Feedback. All replies were positive and emphasized the
importance of such automatic visualizations. Furthermore,
they gave positive feedback on our glyph and graph design.
Their main concerns were scalability to different architec-
tures since they only received visualizations for their
papers. However, as can be seen in Section 6.1 as well as the
supplementary material, available online, Net2Vis is desi-
gned to work with a wide variety and high complexity of
convolutional neural networks.

Q1: How Much Time Did You Spend Creating Your Figure?
All experts stated that creating figures of their architecture
took too much time. While initial versions seemed to take
about one hour on average, they all noted that they needed
multiple iterations.

This supports our claim that this task can be greatly opti-
mized as it takes valuable research and paper-writing time
from the experts.

Q2: How Do You Understand the Mapping of Number of Fea-
ture Channels and Spatial Resolution in the Visualizations We
Sent You? All three responded that they understand that
and how the spatial dimension and feature channels are
mapped onto the glyphs correctly. Thus, the mapping of
spatial dimension and feature channels seems comprehensi-
ble even though this representation is more abstract than
the ones used in their papers.

Q3: Why Did You Pick a 3D Visualization for the Layers and
Which Information Did You Want to Convey? All experts said
this was done since the data was three-dimensional. None
of them conveyed additional information this way. One
expert also admitted that 3D visualizations introduce the
problem that layers cannot always be evenly spaced
because of occlusion.

All three also noted that this makes the visualization
more complex. Our choice of visualizing the network archi-
tecture in 2D was preferred also by these experts.

Q4: What Do You Think of Visualizing The Transformation
That Happens During Pooling/Unpooling as a Transformation
of the Layer Itself (Trapezoid Glyphs) Rather Than In-Between?
One expert said I found many people complained about not
drawing in-between relation between pooling/unpooling, which
indicates that this implicit transformation used in the exist-
ing visualizations is confusing to the reader. Another
expert mentioned that the trapezoids seem like a nicely simple
way to indicate where and how much downsampling is going on.
However, he also noted that this is dual to the way Alex-
Net visualizes network architectures which has been
picked up by many researchers. While it is a valid concern
in that readers have to differentiate between these
approaches, we think that the mentioned benefits outweigh
the downsides which naturally come with adopting a new
visualization approach.

Q5: Would You Use Such a Tool For Your Projects, if Avail-
able? All experts agreed that they would be users of network
visualization generators as proposed in this paper. One
expert additionally mentioned that he would still want to
have the possibility to modify the visualization to his will
which he did not know is possible in Net2Vis.
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Other remarkable comments that clearly show the need
for such automatic visualizations were: I have been ranting
about this for a while and have been waiting for somebody to ask,
and I've been hoping someone would make better automatic visu-
alization toolkits for a while.

Based on the comments and free-form texts within the
expert feedback, we further refined our visualization
design, e.g., by visually separating groups from standard
layers through different border styles or increased vertical
spacing between parallel execution steps.

6.4 Quantitative User Study

To evaluate our final visualization design, we then con-
ducted a quantitative study with 10 participants (3 female,
7 male, M4 =259 SD =2.27).

These participants were recruited in a university setting.
Requirements for participation were that the participants
knew what a CNN is, knew what elements CNNs consist of,
and knew about feature- and spatial dimensions. Machine
learning expertise of the participants varied between less
than half a year and less than five years, which nicely
reflects the broad audience which we expect for our visuali-
zation design. Based on internal piloting, we found that our
study takes participants around an hour to complete. We
compensated them with a 10 Euro Amazon gift card.

Methods. The participants were presented with different
well-known machine learning architectures. Each of these
architectures was visualized using three different visualiza-
tion approaches, Net2Vis , TensorBoard, and a visualization
taken from the original publication. We implemented the
network architectures for each paper in Keras, which
enabled us to directly export visualizations using Net2Vis.
For TensorBoard, we had to manually screenshot and stitch
the visualizations as the export functionality in TensorBoard
did not work for us. For each visualization, participants had
to answer eight questions by extracting information about
the architecture. These questions included the following
tasks: How many convolutional layers does this architecture con-
tain?, What is the maximal feature depth for the convolutional
part?, What is the minimal spatial resolution of the convolutional
part?, What are the input dimensions for this network?, What
arelis the output dimension(s) of this network?, How many times
does downsampling happen in this network?, How many steps are
performed to increase the feature dimension?, Is this Architecture
“Fully Convolutional”?. Participants entered the answers to
these questions into a text field and were instructed to
answer -1 if they could not extract the information from the
visualization. Each participant was presented with every
network architecture (6) using all three visualization techni-
ques (3), resulting in 18 stimuli presented in a randomized
order. Afterward, participants were presented with each
architecture using all three visualization techniques, side by
side, and were asked three comparison questions: Which of
the above visualizations contains the most useful information?,
Which of the above visualizations was easiest to interpret?, and
Which of the above visualizations did you find most visually
appealing?.

Analysis. To analyze the performance of the different
visualization approaches, we computed the mean accuracy
over all eight questions for each of the presented
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Fig. 7. This plot shows a comparison of accuracies for each condition.
Accuracies are the mean of all eight questions asked for each network.
For Net2Vis, the median is the same as the upper IQR. One can see
that our approach led to the best accuracy, even though the other
approaches contained questions that participants did not even need to
answer. We additionally found significant differences between Tensor-
Board and the other two conditions, indicating that TensorBoard is the
worst approach of the three for an abstract display of network
architectures.

architectures for each condition (Net2Vis versus Tensor-
Board versus handcrafted), as can be seen in Fig. 7. We
compared these conditions using Friedman ANOVA and
found a significant difference in accuracy for the visual-
izations drawn using Net2Vis (M = 83.75 percent, SD =
12.02 percent) when compared to the handcrafted (M =
75.83 percent, SD = 15.75 percent), and TensorBoard
(M = 63.13 percent, SD = 17.29 percent), x*(2) = 38.75,p <
.001. During post-hoc analysis using Nemenyi’'s test, we
found a significant difference between Net2Vis and Tensor-
Board (p =.001), as well as TensorBoard and the handcrafted
version (p = .001). While the accuracy for Net2Vis was higher
compared to the handcrafted version, we could not find a
significant effect between these conditions (p = .11). When
analyzing the time our participants took to complete all
eight questions for each visualization, we found a significant
effect between our conditions. As with accuracy, Tensor-
Board showed the worst performance (M = 27.1s, SD =
30s), followed by Net2Vis (M = 16.98s, SD = 15sec), and the
handcrafted version (M = 13.53s, SD = 8.95s), x*(2) = 17.1,
p < .001. During post-hoc analysis, we found this effect to
be significant between TensorBoard versus Net2Vis (p <
.05), and TensorBoard versus handcrafted (p < .001). How-
ever, when comparing Net2Vis and the handcrafted version,
we could not find a significant effect between these condi-
tions (p = .23).

For the questionnaire about which visualization tech-
nique our participants would prefer with respect to infor-
mativeness, interpretability, and design, our technique
outperformed the other conditions again. For informative-
ness, participants preferred our approach in 86.6 percent of
cases, while they favored the original version in 13.3 percent
of cases. The interpretability of our design was ranked
highest as well, as in 75 percent of all cases, our approach
was favored, whereas the original versions were favored in
25 percent of cases. The design of our approach was favored
in 70 percent of all cases, against 30 percent in favor of the
original visualization. Looking at the individual networks,
our approach was rated better or evenly good in all condi-
tions except for the design of U-Net, where 60 percent
favored U-Net. Remarkably, across all six conditions and
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all ten participants, TensorBoard did not get voted as pre-
ferable once. Used visualizations, plots, and raw study data
can be found in our supplementary material, available
online.

6.5 Usability Evaluation

In another evaluation with 16 participants (13 male, 1 female,
2 did not report, M, = 28.06 SD = 4.23), we also evaluated
our approach from the view of a visualization designer.
These participants took part in our study right after a one-
week full-time deep learning course, where we recruited
the participants. Thus, they were familiar with the underly-
ing concepts. Participants were given a brief introduction
to Net2Vis before they had the chance to visualize one of
their own architectures. Then, they filled a questionnaire
regarding the system, including a system usability scale
questionnaire (SUS), and a demographic questionnaire. The
usability analysis through the SUS questionnaire resulted in
a mean score of 83.44 points (SD = 6.25) indicating excellent
usability [65].

6.6 Discussion

The main goal of Net2Vis was to introduce a unified design
for neural network architectures as a replacement for
handcrafted visualizations. While we could not find a sig-
nificant effect between Net2Vis and the handcrafted ver-
sion during our quantitative user study, we still argue that
our approach outperforms the handcrafted versions in
some ways. While not significant, Net2Vis showed overall
higher accuracies, which might indicate that the effect
between the conditions would become significant, given a
larger number of participants. Furthermore, we saw higher
accuracies in key aspects of these types of visualizations,
particularly in the direct comparisons such as interpret-
ability and design of the visualization. Besides that, for the
TensorBoard visualizations and original paper figures not
all information needed for answering the questions was
always present during our quantitative user study. In such
cases, users could answer with -1 whenever information
was not available. Thus, in these cases, users could not
give a wrong answer. We still counted these answers in
our evaluation, essentially putting our approach at a disad-
vantage. Nonetheless, our techniques outperformed the
others in almost all metrics. Compared to the original
paper figures, which ranked better than TensorBoard, our
approach has the additional advantage of a unified design
and automation, which can save time and makes knowl-
edge transfer possible.

Referring back to the nested model of evaluating visuali-
zation design [64], first, our evaluation indicates that we
indeed work on a relevant problem for our target users.
Moreover, the abstraction level we chose seems to be appro-
priate as supported by our quantitative user study. Our
expert interviews clarified that it is important to keep such
visualizations simple and minimalist as none of the experts
complained about missing information in our visualiza-
tions. One expert even explicitly stated that it is important
to emphasize function and architecture especially over obtuse
prettiness that you see in many of the tools that visualize activa-
tions or things like layer gradients. Third, the evaluation of our
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expert interviews, as well as the quantitative study, suggest
that our glyph design is easily interpretable and adds valu-
able information as it directly visualizes the transformation
of data. Fourth, the interactivity of our implementation
shows that we do not have a problem with the speed of the
algorithm. The results of our quantitative user study sup-
port this, with an excellent usability score for our system.
While this evaluation is only a first indication of the applica-
bility of Net2Visand only adoption of the concepts in the
field can prove its value, the evaluation clearly supports the
need for such a tool as well as our design choices.

7 CONCLUSION

In this paper, we propose a visualization design for com-
municating neural network architectures which is based
on expert feedback, state of the art visualizations, and
user studies. Additionally, we provide an automated
approach for visualizing CNN architectures and release a
data set which contains an analysis of 751 paper figures of
neural network architectures from all CVPR and ICCV
conference papers since 2013. Currently, such visualiza-
tions are mostly handcrafted which consumes time in the
paper writing process. Our novel visual grammar for
visualizing CNNs, called Net2Vis, is informed by an anal-
ysis of the current practice, expert feedback, as well as
widely accepted data visualization guidelines. Our pro-
posed visual grammar incorporates visualization require-
ments for neural network architecture visualization,
network layout, aggregation, legend generation, and a
novel glyph design. Net2Vis represents the first visualiza-
tion technique for modern and complex CNNss that is tai-
lored towards use in publications, while the results of our
quantitative user study indicate that Net2Vis improves
both visualization generation and reading. For wide
adoption, Net2Vis can be used as an online service at
https:/ /viscom.net2vis.uni-ulm.de, where wusers can
obtain CNN architecture visualizations tailored towards
use in publications directly from their Keras code.
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Abstract

Due to the success and growing job market of deep learning (DL), students and researchers from many areas are interested
in learning about DL technologies. Visualization has been used as a modern medium during this learning process. However,
despite the fact that sequential data tasks, such as text and function analysis, are at the forefront of DL research, there does
not yet exist an educational visualization that covers recurrent neural networks (RNNs). Additionally, the benefits and trade-
offs between using visualization environments and conventional learning material for DL have not yet been evaluated. To
address these gaps, we propose exploRNN, the first interactively explorable educational visualization for RNNs. exploRNNis
accessible online and provides an overview of the training process of RNNs at a coarse level, as well as detailed tools for the
inspection of data flow within LSTM cells. In an empirical between-subjects study with 37 participants, we investigate the
learning outcomes and cognitive load of exploRNN compared to a classic text-based learning environment. While learners
in the text group are ahead in superficial knowledge acquisition, exploRNN is particularly helpful for deeper understanding.
Additionally, learning with exploRNN is perceived as significantly easier and causes less extraneous load. In conclusion,
for difficult learning material, such as neural networks that require deep understanding, interactive visualizations such as

exploRNN can be helpful.

Keywords Neural network education - Recurrent neural networks - Sequential data - Visual education

1 Introduction

With its recent advances, DL has gained immense traction
in research, industry, and education. As job opportunities
related to machine learning are unprecedented, many want
to learn about and understand DL technologies.

While initial progress in DL was mainly possible due to the
rise of convolutional neural networks (CNNG5), large training
data sets, and GPU training in the context of image recogni-
tion [1-3], other network architectures, such as RNNs, which
are able to process sequential data, are becoming increas-
ingly important. At the same time, these more advanced
learning architectures are more difficult to comprehend, as
they employ concepts that are fundamentally different from
classical computer science. Thus, by making the process
behind RNNs transparent and easy to understand, research
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in sequential learning tasks can be accelerated as the field
opens up to additional users and contributors.

Along this line, the visualization community has shown
how interactive visual explorables can be effective for learn-
ing about DL concepts [4-7]. Since different architectures
come with their unique challenges, existing educational
applications usually focus on one type of architecture. Unfor-
tunately, the set of existing applications still does not cover
RNNG. This is despite the fact that RNNs are widely adopted
in tasks such as speech processing [8,9], handwriting recogni-
tion [10], and machine translation [11], among many others.
While RNNs are capable of solving such sequential tasks,
they also bring their unique architectures and concepts to
capture temporal information. As these concepts differ from
other network types, RNN education could be of great ben-
efit. To facilitate RNN education, we propose exploRNN,
an interactive explorable visualization for RNNs that runs
directly in any modern web browser (Fig. 1).

The focus of exploRNN is to make learning about these
abstract and complex network types easier, more motivat-
ing, and more applicable to real problems. By presenting
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exploRNN
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Forward (i
Data s shown to the network value by value to build up the internal state. After a fixed number of data points has been
processed, the network can make a prediction on how this sample would continue.

Validation (0
The predicted values are compared to the correct values (ground truth) from the training dataset. The difference is used
to calculate the loss.

Backward (i
The calculated loss is backpropagated through the network as well as through time (reverting the input timesteps), to
find out where the prediction error came from and update the network variables for the next teration.

Fig. 1 a Simple input types illustrate the abstract concepts behind
RNNSs. b An animated, modifiable network architecture shows the data
flow. ¢ The prediction visualization shows the network input, predic-
tion, ground truth, and error bars, all animated to communicate their

learning material in a way that is conducive to learning, learn-
ers should need fewer unnecessary cognitive resources
[12]. These freed-up resources are then available to be used
for a deeper understanding of the learning material.
We also expect that this would result in a more motivating
and joyful learning experience compared to traditional
learning methods, such as text. In turn, learners might be will-
ing to spend more time learning, and more learners could be
attracted in general, effectively increasing overall knowledge
gain. To assess these hypotheses, we compare exploRNN with
text-based learning in a between-subjects study with 37 par-
ticipants. Our evaluation provides insights into when, and
under which conditions, visual interactive learning environ-
ments can outperform conventional learning material.
Along this line, we make the following contributions:

e Educational Objectives and Design Challenges for edu-
cational RNN visualizations, informing our visualization
design.

e An interactive visualization approach for RNN educa-
tion, enabling investigation at different levels of granu-
larity.

e A quantitative, comparative evaluation, investigating the
effectiveness of our approach and providing hints for
other interactive educational visualizations.

exploRNN can be accessed online at: https://mi-pages.
informatik.uni-ulm.de/explornn, contributing to a fast-growing
corpus of visualization work in the field of DL. To our
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knowledge, exploRNN is the first educational visualization
interface that is targeted at RNNs, an important and growing
class of neural networks (NN). Additionally, our study is the
first to compare conventional learning material to a visual,
interactive learning environment for DL education.

2 Background: RNNs

We would like to invite readers who want to refresh their
knowledge on RNNs to use exploRNN at https://mi-pages.
informatik.uni-ulm.de/explornn as an interactive learning
experiment. This chapter contains a brief summary of the
knowledge that is communicated in exploRNN.

CNNs and multi-layer perceptrons (MLPs), which are
used for most classical DL tasks, process data in a feed-
forward manner. On the contrary, RNNs provide a cyclical
architecture in which the output of the previous timestep is
used in combination with new inputs to inform the activation
of a cell. The main difference in training RNNs is backprop-
agation through time (BPTT), where the prediction error is
propagated not only back through the layers but also within
the recurrent connections of the layers.

We visualize the LSTM architecture (cf. Fig. 2). Although
this is not the most simple recurrent architecture that exists,
it is superior in capturing long-range dependencies, as it mit-
igates the vanishing gradient problem [13-15], and is thus
widely used. The main features of an LSTM cell are the gat-
ing mechanisms and the cell state. The three gates within an
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Fig.2 LSTM cell with all operations visualized. The input is added to
the output of the previous time step and then used by the three gates for
the gate activation

LSTM cell are computed based on the input at time step ¢,
x" and the activation of the cell at time step 7 — 1, a’~! as
follows:

= Input Gate: i’ = sigmoid(Wixx' + Wiqua'~' + b;), what
new information to use to update the cell state c’.

& Forget Gate: f' = sigmoid(Wryx' + Wfaat_1 +by),
what information in the cell state ¢! can be forgotten.

5) Output Gate: o' = sigmoid(Wyx'+W,qa' =1 +b,), what
part of the cell state ¢’ is used to compute the activation.

The cell state @ at timestep ¢ is then computed as ¢’ =
floc ™l +i o tanh(Weex' + Weaa' ™! + b.), where o is
the hadamard product.

While there are other architectures that also use the con-
cept of cell state and modular updating, such as gated
recurrent units (GRUs) [16], their underlying idea does
not greatly differ. However, since LSTMs were the first to
introduce the explained concepts, are more general in their
application [17], and often outperform GRUs [18], we focus
on conveying the LSTM architecture.

3 Related work

In this section, we first give a brief overview of the explorable
explanation literature before elaborating on the corpus of
related work in the area of educational visualizations for DL
non-experts and RNN visualizations.

3.1 Explorable explanations

Explorable learning environments were invented long before
DL raised awareness in the broader public. Their effective-
ness was investigated in the line of work by Hundhausen
et al. [19,20]. Schweitzer and Brown then described design
characteristics and an evaluation of active learning settings
in classrooms by using visualization [21]. There also exists
a line of work on the use of visualization for programming
education [22-24]. These approaches show how visualiza-
tion can communicate algorithmic thinking effectively. We
combine these ideas with more recent concepts, which have

been proposed under the term exploranation in the area of
science education [25], where explorable explanations pro-
vide benefits for learning.

There are numerous helpful visualizations conveying
properties of NN architectures, their functionality, or appli-
cation scenarios [5,6,26]. However, we will focus on edu-
cational, explorable visualization approaches that have been
proposed for different network types. One of the most promi-
nent interactive educational visualization approaches has
been proposed by Smilkov et al. [7]. In their explainable
Tensorflow Playground, one can select the properties of a NN
to be trained. They also allow the customization of certain
training parameters and deployed their approach as a web-
based application. Similarly, in Revacnn, users can explore
the activations of a CNN by modifying the network struc-
ture and training the network in the browser [27]. While
these approaches help teach the most basic concepts of MLPs
and CNNs, respectively, more advanced architectures need
further, specialized visualizations. Another approach that is
closely related to ours, but works on a different type of NN,
namely GANSs, is GanLab [4]. They focus on how the genera-
tor and discriminator are used adversarially to yield synthetic
data that resembles the data distribution it was trained on.
However, GANs bring their own visualization challenges,
which are fundamentally different from those we found for
RNNSs. Additionally, neither of these systems was systemat-
ically and quantitatively evaluated.

As none of these visualization approaches is designed to
help non-experts understand how RNNs function, with their
unique concepts of memory and temporal dependence, our
aim is to fill this gap in the literature with exploRNN. Addi-
tionally, we shed light on the usefulness of such interactive
learning environments through our quantitative user study.
We specifically examine the difference in learning outcomes
across different learning hierarchies [28], the complexity of
the learning experience by means of cognitive load [12], and
qualitative assessments such as motivation, perceived quality
of content, and joy throughout the learning process. We hope
that our findings in this area can be an indication for similar
learning environments and motivate others to conduct similar
experiments.

3.2 RNN visualizations

Apart from educational visualizations, there is another line
of visualization work targeted toward investigating RNNss.
These approaches are designed mainly for researchers who
want to understand and debug their models. An early
approach toward visualizing RNNs was proposed by Karpa-
thy et al., who visualize the activation of RNN cells for expert
analysis [29]. Strobelt et al. published LSTMVis, in which
the hidden state dynamics of RNNs is investigated [30].
They specifically demonstrate how text understanding can
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be analyzed through investigating the structure and change
of the cell state. They also presented Seg2Seg-Vis, in which
sequence-to-sequence models can be probed to reveal errors
and learned patterns [31]. Along the same line, Ming et al.
introduced RNNVis [32]. They analyze the functionality of
individual hidden state units by observing their reaction to
specific text segments. With RNNbow, Cashman et al. pub-
lished a visualization, in which the gradients of RNNs can
be analyzed [33]. They attribute the gradient to individual
letters in a textual input sequence. This way, researchers
can inspect how their models learn. In another approach,
Shen et al. proposed visualizations for RNNs [34] operat-
ing on multi-dimensional sequence data. Here, developers
can inspect hidden unit responses to get insight into different
networks. Similarly, Garcia and Weiskopf proposed a visu-
alization for the inspection of hidden states of RNNs [35].
However, all approaches described here are expert tools that
help during development. Contrary to this, we aim to convey
the general idea of RNNs to novices in this area of DL.

Insights on the effects of using exploration and visual-
ization for learning in general, as well as present educational
visualizations for NNs, show how interactive exploration can
help a broader audience with access to learning experiences.
Therefore, we propose exploRNN, which provides insight
into the function of RNNs for users who know the basics
of DL, but are laymen in the area of sequential learning.
Our evaluation also provides the first comparative analysis
of interactive learning environments and classical learning
approaches for NN education.

4 Educational objectives

To inform the visualization design of a learning experi-
ence, educational objectives are needed, which we defined
based on Bloom’s taxonomy [28]. Our target users already
understand the fundamental concepts of DL and know about
feed-forward NNs. Without this background knowledge,
the theory behind those techniques would first need to be
explained, which would extend the scope of exploRNN. As
our target audience aims to learn the yet unknown con-
cepts of RNNs, we focused on recall (01&2), comprehension
(02&3), and transfer of the learned information.
Later, this learning can be applied in the wild to access levels
four to six (analyze, evaluate, create) of Bloom’s taxonomy.
Formulated on this basis, our educational objectives are:
Justification. Users should know that RNNs, in contrast
to other network types, can be used for sequential data. This
also includes BPTT, through which RNNs can learn tem-
poral dependencies, which classical feed-forward networks
cannot.

Cell Structure. Users should then understand how
LSTM cells are built and what functionality their individ-
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ual components have. Here, the cell gates, as well as the
memory element, are of special importance, as they enable
the processing of sequential data.
Training Setup. To understand the training process of
such networks, users should know important parameters for
the setup of RNNs. This includes the network structure, train-
ing parameters, and how data are fed to the network.
Task. Finally, to transfer this theoretical knowledge
about RNNs to real applications, users should learn about
different application areas and data types that can be used
with RNNs. In the end, they should be able to describe how
RNNs could be used for their own application scenarios.
Similarly to a lecture at a university or a textbook, our
learning environment is designed to provide an introduction
to RNNs from which interested users can start experimenting
with the techniques. Accordingly, our educational objectives
not only motivate the importance of RNNs, but are also aimed
at providing insights about the input data and related tasks,
as well as how the training process and LSTM cells work.

5 Design challenges

Since RNN cells are a special form of NN layers, they open
up unique challenges for visualization-based education. We
observed both visualization design challenges and technical
challenges, which we describe in this section.

5.1 Visualization design challenges

We first discuss the following visualization design challenges
that we identified in the context of an interactive learning
environment aimed at RNNs and illustrate how they relate to
our educational objectives:

V1) Complexity. As mentioned in Sect. 1, one of our cen-
tral goals is to simplify learning by reducing cognitive
load [12]. However, RNNs are typically trained on a large
amount of complex data that can be difficult to grasp
[36,37]. The same holds for network architectures,
which are also often too complex to fully comprehend in
their entirety [38,39]. Consequently, all visualizations
must be interpretable and intuitive, but realistic enough to
form a compelling use case [40,41].

V2) Dynamics. An educational system to teach RNN con-
cepts should clarify the dynamics of the sequential data on
which these networks operate , as well as the dynam-
ics of the training process (03). These dynamic processes
must be visually communicated, including data type and data
processing, both forward (inference) and backward (back-
propagation), within the network [42].

V3) Multiscale. RNN structures need to be communicated
at different granularities, i.e., network, cell, and cell com-
ponents . These multiple scales need to be fluidly
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inspectable, while at the same time, the granularity at which
the user currently operates must be communicated [41,43].
V4)Supervision. In classical learning settings, teacher super-
vision or other opportunities to seek further information is
provided. Contrary to this, exploRNN 1is designed as a stan-
dalone learning environment that does not require external
guidance . Thus, supervision has to be substituted by
visual guidance [44,45].

5.2 Technical challenges

Whereas the visualization design challenges are based
directly on our educational objectives, the following tech-
nical challenges relate to the development of such an inter-
active, explorable learning environment:

Training Time. Typically, training processes can take
up to several days to convergence [46,47]. However, for an
interactive learning experience, waiting days for convergence
is not feasible. To provide direct feedback to the user, our
networks thus have to converge in minutes instead of hours
or days.

Training Steps. Normally, computation is done as fast
as possible to minimize the time it takes for the network to
converge. However, we want the user to be able to follow the
training process and observe individual training steps [44].
Thus, training steps should be separated temporally from the
visualization.

Deployment. Modern-day learning is often conducted
via online courses, blog posts, or explainable web pages [48].
Although this makes such learning environments accessible
to a broad audience, it also limits the technical freedom of
such applications [49]. Therefore, educational environments
should be deployed to a broad audience, while also providing
diverse functionality.

6 Visualization design

on the network scale, and the LSTM cell view (Fig. 6), which
allows for a detailed inspection of an LSTM cell. This is in
line with our goal of reducing complexity by focusing
on individual steps of the learning process rather than pre-
senting everything at once.

Animation Animation has shown to be effective in visualizing
data relationships and algorithms [42,50,51]. Further-
more, animation has shown to be associated with fun and
excitement [52], which is in line with our goal of making
learning more enjoyable . Thus, to visually communi-
cate how the network operates on sequential data, we use
animation throughout our visualizations (V2).

Onboarding Novel visualizations and interactive systems can
be hard to understand [53]. We designed exploRNN in a way
that allows exploration without running the risk of making
irreversible errors or needing teacher supervision (V4). How-
ever, instructional aids may be important to understand such
complex content [54]. Therefore, we use an onboard-
ing process for our educational environment [55] (cf. Fig. 3).
With this process, we aim to further reduce the cognitive load
during learning compared to classical learning environments
[56]. For example, the sequential nature of RNN's
V2) and the data and tasks that RNNs can be used for
are communicated in exploRNN.

Textual explanations In contrast to other learning environ-
ments, which show static textual explanations below the main
visualization [4,7], we instead provide such additional infor-
mation as details on demand (V3 ) [43]. This way, users can
access more information for exactly the components they
want to learn more about (DU), while not having to read a
lot of text . Our interactively explorable dialog boxes,
as shown in Fig. 4, provide information about all important
elements of the learning environment. Such dialogs exist for
all headings and are anchored through an (i) icon, and for
all components of an LSTM cell, which is referred to in our
onboarding process.

6.1 Network overview

In the following, we discuss the visualization design of exploRNN .

We explain how we tackle the aforementioned visualization
challenges (Vx) and learning psychology goals m
while targeting the educational objectives defined
in Sect. 4. We first describe the overall visualization con-
cepts we implemented for exploRNN. Then, we elaborate on
the different views of our environment in the upcoming sub-
sections.

Scales To show both an overview of the training process
and give detailed insight into the computation that is per-
formed within one recurrent cell , we employ an
overview first, zoom and filter, then details on demand visu-
alization design, following Shneiderman’s mantra (V3) [43].
Therefore, exploRNN consists of two main views, the net-
work overview (Fig. 1), which displays the training progress

In the network overview, following the natural reading direc-
tion of western cultures, as well as related work on NN
architecture visualization [57-59], we arrange the network
from left to right. On the left, one can see the input type that
is currently used to train the network (A ). Centered, we present
an abstracted visualization of the network, where users can
see how many layers the network contains (B). On the right,
a visualization of the prediction along with the prediction
error shows how training progresses (C). Below these visual-
izations, information about the training process, controls for
the training process, and means to change training parameters
are shown (D-F).

A) Input. To experiment with the network, users can
select the input data that is used to train the network from
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Start Training
Now, lets start the training by hitting the play button!

If the network is paused, you can also advance individual epochs

using the forward button
SKIP INTRO LETS GO! >

N4

Epochs (D

Fig. 3 Onboarding dialogs guide the user through our visualizations,
so that no manual introduction is needed, and the user can explore
exploRNN on their own. Textual descriptions with highlights pro-
vide detailed explanations for individual components. Positioning and
arrows reveal associations between dialogs and components

Memory Cell

The is the heart of any LSTM cell. By having a cell state, and
deciding how to update it based on
LSTM cells are able to

¢! = filtered_input + filtered_state

Symbols:

c' : the cell state at timestep t

Fig.4 Users can access more detailed explanations for many elements
of our visualizations such as training steps, hyper-parameters, and oper-
ations in a cell

a set of explanatory input types. Data for an interactive and
explainable visualization of NNs needs to both explain the
network functionality and be easy to understand (V1.
Therefore, current educational visualizations use an abstract,
two-dimensional distribution of points to train their networks
on [4,7]. With exploRNN, we follow this approach of employ-
ing data that is as simple as possible (CR). As RNNs are
focused on sequential data, we decided to use periodical
mathematical functions and simple text snippets, which map
nicely to the sequential nature of RNNs (V2). The functions
that can be used as training data in exploRNNare a sinusoidal
function, a sawtooth function, an oscillating function, and a
composite sinusoidal function and vary in their periodicity.
To demonstrate the sequential and dynamic nature of these
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input functions, we animated those that are in use so that they
seem to flow while being input to the network .

In addition to abstract function continuation, we also pro-
vide text-based data to train the network on (DU). To allow for
interactive training, we employ rather simplistic text samples.
These include arecurring character sequence (ababab...) and
the well-known text lorem ipsum. Here, we employ a simi-
lar design language as with function data, to show that most
ideas can be transferred across tasks. By incorporating this
text learning scenario, users of exploRNN get to learn and
inspect not only abstract problems, but can also experience
more realistic scenarios (M)

B)Network. In the network visualization, we want to com-
municate the recurrent nature of our network , but at the
same time, show all layers. Thus, instead of the more fre-
quently used unrolling of RNN layers [60], we add a loop to
the layer glyph to symbolize this recurrence. This symbol-
izes the feedback loop of information output at ¢ back to the
input of a cell at ¢ + 1 (V2), which enables BPTT.

Our network visualization is animated as data flows
through its layers . For the prediction step, dashed
lines flow in the forward direction to symbolize forward data
processing. For the backpropagation step, they flow back-
ward to resemble the backpropagation of the error (V2).
Dashed lines are moving from input to output during the
prediction phase, and from output to the first network layer
during training, because backpropagation is not applied to
the input domain.

Users can also investigate how the training progresses dif-
ferently depending on the number of recurrent layers in the
network . Therefore, layers can be added or removed
from the network to be trained, as shown in Fig. 5 (DU). As
with most explorable components, we explain the implica-
tions of this in our introduction, and users can click the (i)
next to the network heading.

C) Predictions. Commencing the top row of visualizations
is the data plot, where we visualize an input sample and the
prediction of the network along with its ground truth .
Here, multiple data points that are processed by the network
one after the other are used to inform a prediction, which is
visualized by sliding a gray box over the input data that is
currently processed (V2). Additionally, the prediction values
slowly build up with animations to clarify that this prediction
is building up sequentially . We then use vertical lines
in the function plots, which slowly emerge between the pre-
diction and the target value. This vertical line encoding is in
analogy with the way we calculate errors, namely, by looking
at the prediction values and calculating the difference to the
ground truth (DU). The error calculation is embedded tem-
porally between the inference (forward network animation)
and backpropagation (backward network animation) phases
of the training process (V2). Altogether, through this ani-
mated component, while not being interactive itself, users
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Fig.5 left: Adding a layer
between two existing layers.
right: Removing a layer from
the network

add layer

remove layer

can inspect the results of modifications that have been made
in other places (03).

D) Process. According to the typical NN training setup,
we divide the training process into three distinct steps:
inference (forward), validation (error calculation), and back-
propagation (backward). The explanation pane in the lower
left of the network overview (see Fig. 1) displays which step
is currently executed and provides an explanation of what
happens in each of these steps . Through this, the user
can learn more about the training dynamics of the network
. As described previously, animations in other compo-
nents complement this dynamic nature of the training process
V2.

E) Controls. In the network overview, the network is
trained by means of epochs to first provide an overview [43]
of the training process (V3) (CR). To experiment (03), users
can interact with the control area in the bottom center of our
environment . In addition to automatically advancing
epochs, which can be controlled with the » and n buttons,
users can also trigger network training for a single epoch, by
pressing the » button . The training process can always
be reset using the $ button. A back button to go to a previ-
ous epoch is not included in exp/oRNN as this would require
saving multiple previous states of the network parameters,
which would require significant browser memory. Therefore,
and as individual epochs normally do not change the network
behavior completely, going back one training epoch during
training is not a common operation during neural network
training, so we think users will not miss such functionality.

F) Training Parameters. To communicate the training
setup of an RNN , a trade-off between completeness and
simplicity must be made (V1. Thus, we let the user freely
choose some training parameters, but employ restrictions for
others . As mentioned, users can add or remove individ-
ual network layers and use different preset training inputs. In
addition, they can change the learning rate, batch size, and
noise (DU). The learning rate and batch size allow for explo-
ration of different training settings . Noise can be added
to make the training data more realistic, resembling real-
world scenarios of imperfect measurements (O4). Parameter
changes can be made through sliders, which are positioned on
the bottom right. To provide an intuition about the influence
of these parameters, we include pretrained models that are
loaded during the onboarding steps which explain each indi-

vidual parameter (V4). Other parameters, such as units per
layer or optimization strategies, cannot be changed in our
implementation. This trade-off between freedom of explo-
ration and simplicity proved to be effective in educating users
about the influence of different training parameters and keep-
ing their cognitive load low (V1.

Hierarchical aggregation can help simplify visualization
designs [61]. Thus, after getting an overview of the net-
work, the user can inspect another hierarchy level in detail,
namely individual LSTM cells [43]. When selecting one
of the layers in the network overview a zooming transition
onto one of the network layers gradually reveals the struc-
ture of an LSTM cell to support the user’s mental image of
looking into one of the layers (V3 . With this multiscale
approach, where users can navigate between views, orienta-
tion is important . Therefore, a color coding indicates
the current level of detail. This highlight color is blue for
the network overview, whereas orange is used for the LSTM
cell view. Orange and blue are complementary colors, which
makes them easily distinguishable, and they can be differen-
tiated by vision-impaired users [62].

6.2 LSTM cell view

In the LSTM cell view, we show a detailed visualization of
the selected cell on the left, embedded in small pictograms of
neighboring cells (G). On the right of this cell visualization,
one can see the input, target, and prediction values of the
network, where new points are added as they flow through
the cell (H). Below these visualizations, we show information
about the training process, controls for the training process,
and means to change training parameters, similar to the net-
work overview (I-K).

G) Cell Architecture. To convey the functionality of one
recurrent unit , we show all computational elements
within a cell (DU). Wherever information is combined, we
show a + icon. Icons for the input (=), forget (&), and out-
put gates (31) visualize the gating functionality of an LSTM
cell. While all gates that transform the data are depicted with
circular icons, the cell state, which represents the saved state
of the cell, is represented by a squared @ icon, illustrating
the semantic difference between these components. Each of
these cell components can be selected to get a detailed expla-
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Text Data

LSTM Cell ©

Data is shown to the network value by value to build up the internal state. After a fixed number of data points has been
processed, the network can make a prediction on how this sample would continue.

1 Layer Input @ 2 Gate Activation (D 40utput @

Validation (D

The predicted values are compared to the correct values (ground truth) from the training dataset. The difference is used
to calculate the loss:

Backward (D

The calculated loss is backpropagated through the network as well as through time (reverting the input timesteps), to
find out where the prediction error came from and update the network variables for the next iteration.

Fig.6 LSTM cell view. (G) Visualization of data flow through the cell.

H) Input to the network and its prediction. Visualization of the training
error computation. A gray sliding window indicates which data points
are needed to initialize the cell state. (|) Explanations with more detailed

nation of its functionality, as shown in Fig. 4, marking another
level of detail in this visualization (V3) (CR).

Data flow is visualized through connecting lines and
step-by-step animations of the cell components . Here,
elements that process data in the currently visualized com-
putation step are highlighted. As in the network overview,
connections moving data are symbolized with dashed lines.
Those lines flow forward during inference and backward dur-
ing backpropagation. This way, we communicate how the
hidden state and output of these cells is computed and visu-
alize how the data flows from one to the next operation or
gate (V2 .

The reverse data flow of BPTT occurs not only once within
a cell to backpropagate to the previous layer, but multiple
times, for all input time steps (O1). The connections within
the cell also clarify that there are two recurrent cycles, one
from the output of the cell back to the input, and one within
the cell to update the cell state based on its state in the pre-
vious iteration . As a result, while other visualizations
require unrolling, where time steps are visualized by display-
ing multiple cells in concatenation [60], we communicate
recurrence through step-by-step animation. This removes the
ambiguity of stacked layers vs. unrolled cells, which was
shown to hinder learners in our first experiments (V1) (CR).

H) Data Plot. Right of the cell visualization, we show
the input data, network prediction, and ground truth all in
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steps for the forward direction of data flow. (J ) In addition to interactively
training the network, users can change the speed at which the visualiza-
tion for cell steps advances. (K) Just as in the network overview, users
can modify training parameters

one graph. In contrast to the network overview, where the
network is directly connected to this output graph, the cell
is disentangled from this visualization. As the depicted cell
typically receives data from previous cells and outputs data
to subsequent cells, this visualization, where animation steps
are synchronized but not visually connected on both the input
and output side, better reflects the network architecture of
RNNs (V3 . Users can inspect this view during interac-
tively controlled training to see how the network processes
input data to make predictions sequentially and how it cal-
culates the training loss in relation to the processing steps
within a cell V2.

|) Training Process. The three steps of inference, valida-
tion, and backpropagation are just as relevant in the LSTM
cell view as they are in the network overview (03). As the
training speed is lower in the LSTM cell view, users can skip
part of the data processing and go directly to the process-
ing step of interest (V1&2). For the forward pass, we add
additional explanations for the different processing steps of
receiving the layer input, calculating the gate activations,
updating the cell state, and outputting the activation value
(DU). These explanations are highlighted in synchronization
with the processing steps during the forward pass to the data
flow in the cell visualization above (MJ), allowing users to
draw links between the processing steps and the explanations
they are interested in (V2&4) (CR).
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J) Controls. In the LSTM cell view, processing is done
by means of compute steps, showing a much more detailed
processing pipeline than in the network overview (V3). As
in the network overview, the control area can be used to
experiment with the training process (03). The more fine-
grained advancement of the visualization is also adopted by
the degree to which the animation advances with the forward
button, since it only executes the next compute step within
a cell . In addition to what can be done in the network
overview, the speed of the animations for data processing
within this cell can be adjusted, so that users can explore the
processing steps at their own pace (V2).

We want to emphasize the buildup of state within a cell
based on multiple input time steps. Thus, we show how the
network processes these inputs in great detail, whereas we
made the animation of the backpropagation take less time
than forward processing. As exploRNN is not designed to
represent accurate timings anyway, this is our way of visual-
izing cell processes in detail, while also preserving the ability
to observe multiple epochs.

K) Training Parameters. Training parameters can be
adjusted in the LSTM cell view just as in the network
overview, giving the user even more control over the training
process and room for experimentation (03).

To get back to the network overview, one can click any-
where outside of the LSTM cell in Fig. 6 (G) (V3.

7 Technical realization

While the visualization design described above has been
carefully crafted to meet the educational objectives described
in Sect. 4 and the visualization design challenges outlined
in Sect. 5.1, its technical realization needs to take into account
the technical challenges identified in Sect. 5.2. In this section,
we detail how we tackled these technical challenges.

Training Time. While an RNN for a complex appli-
cation cannot be trained live in the browser, we simplify the
problem in multiple ways. By employing simplistic data sets,
the model can converge after relatively few epochs. Addi-
tionally, we limit the number of data points that are fed to
the network per epoch. Therefore, epochs are processed suf-
ficiently fast for our interactive visualization approach. We
also limit the network size to at most seven layers, so that
memory consumption and processing time are reduced. In
turn, users can see the training progress and get visible pre-
diction improvements after only a few epochs, while one such
epoch takes seconds to compute.

Training Steps. A key aspect of our approach is the
decoupling of computation and visualization. Through this
decoupling, we are able to show the training steps in an
observable manner and enable exploration at the user’s own

pace. This helps users understand how the model processes
input data and predicts new data points.

Deployment. To be able to make exploRNN publicly
available for a large audience, we implemented it as an inter-
active browser application using HTML and JavaScript. To
train the RNN, we use Tensorflow]S [49], for animated visu-
alizations of the trained network, we use P5.js [63]. This
way, we are able to provide an interactive, web application
that visualizes the training dynamics of RNNs through ani-
mation, which is accessible at: https://mi-pages.informatik.
uni-ulm.de/explornn/.

8 Limitations

While exploRNN provides a novel environment for learning
about RNNs, there is still room for more advanced visual-
ization designs that could be explored in the future. Some of
these limitations are explained in the following.
Explanations exploRNN offers alot of experimentation thatis
complemented by textual explanations. However, the number
of textual explanations that fit into the context of such an edu-
cational system, which is designed to provide an overview of
this complex topic, is insufficient to fully explain RNNs. For
specific questions that are not addressed by our interactive
system, we refer to developer documentation and scientific
papers.

Drill-Down exploRNN explains RNNs on both a network and
a cell level. Apart from seeing the data flow on these gran-
ularities and textually describing the components of a cell,
visualizing the workings of these components could further
benefit the learning experience. However, these components
are just mathematical functions to which neither the input
nor output have a directly discernable meaning. If we were
to, e.g., visualize the internals of a memory component, users
could only see matrices of seemingly meaningless numbers
flowing through these cells. This would not add any benefit
and might even result in confusion about such a visualization.
To explain these internal components, novel interpretability
techniques might help. Inventing and implementing those is
beyond the scope of this work.

Component change To see the influence of individual com-
ponents in a cell, changing or removing them could be an
interesting addition to the workflow. We did not implement
this capability for two reasons. First, adding such function-
ality goes deep into the working of individual cells, which
would exceed the learning objective of getting an overview
of RNNs and LSTM cells. In turn, we assume that changing
single components in individual cells is unlikely to have a
measurable and interpretable effect on the overall learning
outcome. Second, we would have needed to implement our
own DL library for this to be possible, as Tensorflow]S has
predefined LSTM layer implementations.
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Degrees of freedom While users can change some hyper-
parameters and network settings in our environment, we
deliberately do not expose all possible settings to our users.
The goal of this limited exploration setting is that users can
getan overview of important manipulations to be made, while
at the same time not overwhelming our target audience. As
for limited explanations, we refer to developer documenta-
tion and scientific papers for users that want to explore these
details.

Layer types In our implementation, we focused on conveying
LSTM cells. However, there are numerous other cell archi-
tectures for RNNs. Although we do not think this limited
focus hinders learners with understanding RNNs on a high
level, it would, nonetheless, be helpful for users specifically
interested in certain cell types to include these in exploRNN.

9 User study

To evaluate the effectiveness of our approach, we conducted a
user study with 37 participants (30 male, seven female) aged
between 21 and 32. Participants were recruited from a DL
course at our local university. Our study was a lecture at the
end of the course, after students had already learned about
feed-forward NNs. Participants were randomly assigned to
one of two groups. The exploRNN group received the interac-
tive application, and the text group was presented a text-based
learning environment.

To look at learning outcome in detail, our evaluation was
divided into the first three distinct, hierarchical cognitive
learning goals according to Bloom’s taxonomy [28], namely
recall, comprehension, and transfer. We expect higher learn-
ing outcomes for the exploRNN group compared to the text
group at all three levels. For a closer look at the cognitive
processes involved in learning , we also collected data
for the three types of cognitive load [12]. Intrinsic cognitive
load (ICL) results from the natural complexity that underlies
the learning content. Since the difficulty does not differ, there
should be no difference between the two groups. Extraneous
cognitive load (ECL) is caused by inadequate instruction or
presentation of information. Due to the step-by-step presen-
tation of information and the direct connection of textual
information and explanatory figures in the exploRNN group,
we expect lower ECL for the exploRNN group compared to
the text group. Lastly, germane cognitive load (GCL) repre-
sents the invested learning-related load. GCL is connected
to the processes that are needed to construct and automate
mental representations [12]. Following the reduced ECL in
the exploRNN group, learners should have more free cogni-
tive capacity in working memory to invest in learning-related
GCL.
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9.1 Hypotheses

Based on the described theory, we hypothesize the follow-
ing. We expect a higher learning outcome, differentiated
by recall (H1), comprehension (H2) and transfer (H3) in the
exploRNN group than in the text group. Furthermore, we
expect no differences between the groups for ICL (H4). We
expect a lower ECL in the exploRNN group than in the text
group (H5). For the GCL, we expect it to be higher in the
exploRNN group compared to the text group (H6 ).

9.2 Method

Our study was split into different steps, which we explain in
the order they were presented to the participants.

Prior knowledge. Prior knowledge was measured with seven
open-ended questions on NNs and DL techniques (e.g., Name
two activation functions used in deep learning.). The ques-
tions were developed by a domain expert. All answers were
rated by a domain expert, following a predefined solution to
ensure objectivity. A total of one point could be scored for
each question, with partial points of .5. The maximum score
for the prior knowledge test was seven.

Motivation (MSLQ). To assess motivation, the MSLQ [64]
subscale for motivation was used. The MSLQ is a self-report
questionnaire designed for an academic setting. Motivation
was measured with twelve items (e.g., I'm confident I can do
an excellent job on the tests in this study.). Learners were
instructed to respond as accurately as possible, reflecting
their attitudes and behaviors toward the learning module.
Responses were given on a 7-point Likert scale ranging
from 1 strongly disagree to 7 strongly agree. Cronbach’s
Alpha was computed for the internal consistency of the mea-
sures [65], and the reliability was o = .95.

Learning material. The learning material was presented
either as a text with illustrating figures, formulas, and graphs
(see our supplementary material) or through exp/loRNN (see
website). For both conditions, the information was the same.
The only difference was the presentation medium and the
lack of interactivity in text-based learning.

Learning outcome. To assess learning outcome, a domain
expert developed a posttest with 11 open questions on the
content of the learning session. To better understand cog-
nitive processes, the posttest was differentiated by the first
three levels of Bloom’s taxonomy [28]. Recall was mea-
sured with four questions (e.g., Name the backpropagation
algorithm that is used for RNNs.). Comprehension was also
measured with four questions (e.g., Explain the meaning of
this formula: ¢, = filtered_input + filtered_state). The main
purpose of these questions was to test how well people could
explain and discuss the learning content. Transfer was mea-
sured with three questions (e.g., Assuming you have a poem
continuation network and training data with poems from the
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internet. If your network now makes a prediction, how do
you determine if it is correct, to calculate the loss?). These
questions were designed to test the ability of learners to draw
inferences from the learning content and apply it to new con-
texts. Similarly to the prior knowledge test, each question was
rated by a domain expert, following a predefined solution to
ensure objectivity. A total of one point could be scored for
each question, with partial points of .5. The maximum score
for recall and comprehension was four each, and for transfer,
it was three, so the total maximum score for the posttest was
eleven. We did an ANOVA on the learning outcome to test
for statistical significance.

Cognitive load. To measure cognitive load , the dif-
ferentiated cognitive load questionnaire was used [66]. It
contains two items for ICL, three items for ECL, and three
items for GCL, all measured as self-reports on a 7-point Lik-
ert scale from 1 strongly disagree to 7 strongly agree. To
measure internal consistency, the Cronbach Alpha was cal-
culated [65]. Reliability was o = .66 for ICL, ¢ = .81 for
ECL, and o« = .77 for GCL. As for learning outcome, we
tested for significance with an ANOVA.

System usability To quantitatively measure the system usabil-
ity, the System Usability Scale (SUS) was used [67]. This
scale is a self-report measurement consisting of 10 items
related to the usability of exploRNN (e.g., I found the system
very cumbersome to use.). Responses to the items were given
on a 7-point Likert scale ranging from 1 strongly disagree to
7 strongly agree. The internal consistency of this scale was
o =.74.

Qualitative questions For an impression of the quality of the
learning material, further questions were implemented. Three
open-ended questions were related to likeability (What about
the learning experience did you like especially, what did you
not like?), missing functionality (Was there something you
would have liked to do but could not?), and additional com-
ments (Other remarks.) . For liking (I would like to use
this learning material.) and recommendation (I would rec-
ommend this learning material to my friends.) of the material,
two items could be rated on a 5-point Likert scale from very
unlikely to very likely. Content (How was the quality of the
content?) and design (How was the design of the learning
experience?) could be rated with 0-5 stars.

9.3 Results

In the following, we present the results of the user study.

Descriptive data. The analysis of the descriptive statistics
showed that subjects of the text group and the exploRNN group
did not differ in most of the variables. T tests (variances
were equal for all variables) with respect to age (p = .33),
gender (exploRNN group 21% females, text group 16.67%
females) (p = .74), MSLQ (p = .11), self-efficacy (MSLQ)
(p = .16) and duration (p = .79) revealed no significant

differences. Motivation (MSLQ) showed a significant ¢ test
(p = .02), indicating that learners in the text group had a
significantly higher score. Descriptive data for all variables
per condition are given in Table 1.

To analyze whether prior knowledge and MSLQ should
be used as covariates, we conducted a correlation analysis
with learning outcomes and cognitive load. Significant cor-
relations could be found for GCL with the MSLQ (r = .37,
p = .024) and for the recall of the posttest with the MSLQ
(r = .44, p = .0006). Therefore, they were included as
a covariate in the following calculations concerning GCL
and recall. No other significant correlations for the potential
covariates could be found.

Learning outcome. Against our hypotheses, we found a
significant difference regarding recall (F(1,34) = 3.91,
p = .028, nf, = .103) in favor of the text group but not
for comprehension (F < 1, n.s.) or transfer (F' < 1, n.s.).
Cognitive load. Contrary to our expectations, we found a
significant difference between text and exploRNN group for
ICL (F(1, 34) = 3.85, p = .029, nf, = .099). ECL showed
the hypothesized effect: The exploRNN group showed a sig-
nificant lower score than the text group (F(1,34) = 4.33,
p = .023, nf, = .113). Against our hypothesis, GCL was not
significantly higher in the exploRNN group than in the text
group (F' < 1, n.s.).

System usability. The SUS questionnaire indicates an excel-
lent usability (M = 84.47,SD = 9.45)[68]. Partici-
pants also rated our approach as significantly more likable
(F(1,30) = 10.52, p = .003, n3 = .260), more recom-
mendable (F(1,30) = 11.75, p = .002, nf, = .281), and
better designed (F (1, 30) = 20.711, p < .001, nf, = .408)
compared to the learning text.

Qualitative questions. We also got some qualitative feedback
in our free-form fields. Participants liked our introduction,
which apparently made it easy for them to get started with
exploRNN the tutorial was nice and the platform was easy
to use. They also mentioned that the graphical support of
these textual explanations was helpful for them to form a
mental image of the setting: the mental bridge the graph-
ical presentation helped build was helpful in memorizing
and understanding. Some participants said that they did not
remember specific names, as it was not important during the
usage of exploRNN': I later did not remember the name of the
algorithm that was used, since it was not important during
the usage of the tool. Some participants asked for something
similar for other types of networks, e.g., I would like to have
similar resources to cover other topics from the basics such
as MLPs up to advanced topics and more complicated kinds
of networks. As described in Sect. 8, we only support a lim-
ited set of interactions, which some participants commented
on, e.g., [I missed] changing the activation function of the
LSTM gates.
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Table 1 Means and standard deviations for our study results separated
by groups for all variables

Variable Text exploRNN
M SD M SD

Duratiton (min): 43.6 26.78 40.87 35.67
Age (years): 24.94 2.96 24.05 2.51
Pre-T: (%) 83.14 13.86 80.0 14.57
Post-T: (%) 68.48 20.46 65.47 14.41
Post-T recall*: (%) 79.75 26.30 63.25 29.64
Post-T comp.: (%) 65.00 51.54 65.50 37.26
Post-T trans.: (%) 58.00 69.54 68.33 41.46
ICL*: (%) 61.51 18.51 48.82 20.51
ECL*: (%) 48.14 23.32 37.09 15.52
GCL: (%) 77.51 13.94 75.94 17.13
MSLQ*: (Max: 7) 5.17 0.95 4.56 1.30
SUS: (Max: 100) - - 84.47 9.45
Qualit. Like*: (Max: 5) 3.27 1.03 4.35 0.86
Qualit. Recomm.*: (Max: 5) 3.00 1.20 4.24 0.83
Qualit. Content: (Max: 5) 4.00 0.76 4.35 0.61
Qualit. Design*: (Max: 5) 3.20 0.94 4.47 0.62

Numbers annotated with * indicate a significant difference between the
two conditions

9.4 Discussion

In the following, we will refer back to the hypotheses we had
before conducting the study and discuss the study outcome.
Learning outcome We looked at both recall and understand-
ing regarding the learning outcome. In contrast to (H1), we
found that learners in the text group showed significantly
better results for recall. While we found no significant differ-
ences between the groups regarding comprehension (H2 ) and
transfer (H3 ) the results are interesting nonetheless. Although
not significant, the descriptive statistics indicate that the score
for transfer is about 10% higher for exploRNN compared to
text (DU). This could be a first indication that learning envi-
ronments such as exploRNN can help learners build a deeper
understanding of the subject compared to learning with clas-
sic text. However, significant results and further research are
needed to support this statement. Compared to recall, these
results may indicate that while learners are better at learning
terms by heart (surface learning) when they learn with text
than with exploRNN.

A possible explanation for the better recall performance
in the text group could be that learners have more experience
with text-reading strategies [69]. This might help with the
complex terms explained here, as learners might find it easier
to find information that was previously presented [70]. Thus,
designing ways to easily retrieve previously presented infor-
mation could be an interesting direction of future research for
such interactive explorables. Another possibility is that learn-
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ing with an interactive environment, which is affirmative and
provides information step by step, might infuse the illusion
of knowing [71]. Learners may think that after a few experi-
ments in exploRNN, they have acquired enough knowledge,
while there is still much more to explore and learn. In the text
group, it is immediately clear to the learner when the text is
finished. On the contrary, exploRNNcan require user initia-
tive for information acquisition. As the learning experience
was self-controlled, participants could decide for themselves
when to go from the learning content to the posttest. Refer-
ring to the illusion of knowing, learners might have felt too
competent as they experienced this more guided experience.
However, even though learners may be able to transfer what
they have learned to other application areas, they may be
missing important basic terminology that was presented in
the learning material to reflect their knowledge gain in a clas-
sical learning test.
Cognitive load Against (H4), the exploRNN group showed
significantly lower ICL than the text group. The perceived
difficulty of the learning material is 12.71% lower for
exploRNN even though the text content was identical in both
conditions. This suggests that exploRNN makes the learn-
ing material appear easier . The reason for this could be
that the content is presented step by step in the tutorial of
exploRNN, instead of all at once as in the text condition [56].
The results regarding (HS ) are consistent with our assump-
tions. With a large effect size, the exploRNN group showed

lower ECL than the text group (CR). Therefore, exploRNNreduced

the extraneous cognitive load compared to the text content,
although the content was the same in both conditions and
there were no unnecessary figures or information in the text.
Combined with lower ICL, more cognitive capacity remains
for GCL, which is important for learning.

For GCL, we did not find the significant difference we
hypothesized in (H6). Although ICL and ECL indicate that
more cognitive capacity should be free in the exploRNN con-
dition, participants did not invest that cognitive capacity
into GCL. This could be because there might already be
high investment in GCL in both groups. Another explanation
could be that since participants in the text group perceived the
learning content as more difficult, they might have invested
more GCL to compensate for said difficulty.

System usability The results of the SUS questionnaire indi-
cate that our system is easy to use. This supports our
proposed visualization and interaction design and shows that
our design choice of creating an interactive environment as
a learning experience on RNNs matches our target audi-
ence well. Additionally, as participants rated our approach
as significantly more likeable, recommendable, and better
designed, users are likely to experience more joy, and be
more motivated when learning . In combination with the
reduced cognitive load exploRNN inflicts on users, we hope
that this could result in a larger number of users willing to
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spend their time learning and more time spent learning per
user. In turn, we think that this might outweigh the advan-
tage in some areas of learning outcome with the more familiar
text-based learning environment. Further longitudinal stud-
ies on NN learning systems need to be done to investigate
this in more detail.

Qualitataive feedback. The open feedback forms also pro-
vided interesting insights. In general, participants seemed to
like exploRNN as a learning experience and even asked for
similar interfaces in other contexts. Furthermore, the amount
of information and our onboarding process seemed to make
exploRNN easily usable. Most of the criticism was related
to limitations regarding the freedom of interaction, which
we deliberately implemented to provide an overview rather
than in-depth technical details. Future work might reveal how
both an overview and full depth could be combined in NN
learning environments. We also learned why recall might be
better in the text condition. As participants mentioned, they
did not feel they needed to memorize specific terms to be able
to use RNNSs. This seems natural, as when programming or
using RNNs in the wild, remembering specific terms is also
not essential as they can be searched for. On the other hand,
transfer tends to be much more important when tasked with
solving real problems.

For learning material where transfer is important (DU),
as in recurrent networks, our descriptive results suggest
that interactive visualizations such as exploRNN might be
helpful. Additionally, the lower cognitive load and higher
perceived likeability of our interactive environment might
result in more learners spending more time with exploRNN.
Although we extensively evaluated exploRNN in this study,
it remains to be seen whether our insights are transferable to
other learning environments. If so, the development of future
explorables could be much better informed, indicating what
is important, what could be discarded, and what needs to be
improved on. While this study provides first insights into the
effectiveness of such educational NN exploration environ-
ments, we hope that similar evaluations of other applications
can broaden our insights.

10 Conclusions and future work

This paper presents the first interactive learning environment
specifically designed for RNNs. We propose a new visualiza-
tion approach for inspecting RNNs where different levels of
granularity are employed. To inform our visualization design,
we first introduced educational objectives for this setting.
Based on these objectives, we identified design challenges,
which we tackle in the proposed learning environment. We
hope that this process can be helpful for the development of
future interactive learning environments.

Subsequently, we tested the learning outcome, cognitive
load, and usability of this learning environment in an empir-
ical study. Our study is the first quantitative evaluation of
an interactive NN learning interface and, as such, provides
helpful insights and directions for future work. The results
of the user study indicate that while the raw learning out-
come was not improved compared to conventional methods,
exploRNN makes learning easier and more fun since cog-
nitive load was significantly reduced by exploRNN, while
subjective likeability was significantly improved. Based on
these findings, we propose to specifically design interactive
NN learning environments so that cognitive load is reduced.
For broadly accessible education, exploRNN can be used in
any modern browser at https://mi-pages.informatik.uni-ulm.
de/explornn/.

As mentioned, more user studies for similar educational
explorables could further advance the field and better inform
future visualization designs. One such possible research
direction is the suspected advantage of the text condition for
going back to previously presented information. Here, eye-
tracking studies and novel interaction designs might provide
new insights. Additionally, it would be interesting to inves-
tigate whether such systems indeed lead to more voluntary
learning and how that affects learning outcome.
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Figure 1: Symphony applies techniques from machine learning (ML) documentation, data visualization, and interactive pro-
gramming to create ML interfaces with interactive, task-specific components. Diverse ML practitioners can explore their data
and analyze their models where they work, both in computational notebooks and in web-based dashboards.

ABSTRACT

Interfaces for machine learning (ML), information and visualiza-
tions about models or data, can help practitioners build robust and
responsible ML systems. Despite their benefits, recent studies of
ML teams and our interviews with practitioners (n=9) showed that
ML interfaces have limited adoption in practice. While existing ML
interfaces are effective for specific tasks, they are not designed to
be reused, explored, and shared by multiple stakeholders in cross-
functional teams. To enable analysis and communication between
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different ML practitioners, we designed and implemented Sym-
phony, a framework for composing interactive ML interfaces with
task-specific, data-driven components that can be used across plat-
forms such as computational notebooks and web dashboards. We
developed Symphony through participatory design sessions with 10
teams (n=31), and discuss our findings from deploying Symphony
to 3 production ML projects at Apple. Symphony helped ML prac-
titioners discover previously unknown issues like data duplicates
and blind spots in models while enabling them to share insights
with other stakeholders.
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1 INTRODUCTION

Successfully deploying machine learning systems in production is
a complex, collaborative process that involves a wide range of ML
practitioners, from data scientists and engineers to domain ex-
perts and product managers. A substantial amount of research has
gone into creating ML interfaces for analyzing and sharing insights
about ML systems that practitioners can use to better understand
and improve deployed ML products. We describe machine learn-
ing interfaces as static or interactive artifacts, visualizations, and
information that communicate details about ML data and mod-
els. ML interfaces include documentation methods (e.g., Model
Cards [46], Datasheets [17]), visualization dashboards (e.g., What-if
Tool [62], ActiVis [33], among many others [21]), and interactive
programming widgets (e.g., ipywidgets [32], Streamlit [31]) that
give practitioners insights into what their datasets contain and
how their models behave. Despite the benefits and breadth of ML
interfaces, recent studies have found that they are not as widely
used and shared in practice as expected [38, 68]. This underuse can
lead to missed data errors and model failures, a lack of shared team
understanding of model behavior, and, ultimately, deployed ML
systems that may be biased [8] or unsafe [47].

To understand why ML interfaces are not used more frequently,
we interviewed 9 ML practitioners at Apple about their current
machine learning practice and workflows. We found that while
ML practitioners want to use them, current interfaces have limita-
tions that make them either insufficient or too time consuming to
use. One category of ML interfaces are ML documentation methods,
such as Model Cards [46] and Datasheets [17], which describe the
details and records the provenance of an ML system’s data and
model. Documentation methods often lack the interactive tools and
visualizations necessary for specific analyses and have to be manu-
ally authored and updated separately from where ML development
happens. Another category of interfaces, visualization dashboards,
consist of multiple coordinated views tailored to specific domains
and tasks. ML practitioners must learn a new platform and wrangle
their data into the right format in order to use these bespoke sys-
tems, which also require significant work to reuse for different tasks.
Finally, interactive programming widgets can render web-based ML
visualizations directly in code environments. However, widgets
typically cannot be used outside of the platform in which they were
created and often lack complex visualizations required by modern
ML models and unstructured data—non-tabular data types such as
images, videos, audio, point-clouds, sensor data, etc. Overall, we
found that while current ML interfaces work well for specific tasks
and platforms, they are not designed to be reused, explored, and
shared by diverse stakeholders in cross-functional ML teams.

Our formative research showed that ML work requires bespoke
visualizations for complex models and data types which work across
the different platforms ML practitioners use. To address these needs,
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we combined the affordances of existing ML interfaces to design and
implement Symphony, a framework for creating and composing
interactive ML interfaces with task-specific, data-driven visualiza-
tion components. Symphony supports two popular platforms used
by ML practitioners, code environments such as Jupyter notebooks
and no-code environments such as web-based Uls (Figure 1). Sym-
phony components are JavaScript modules that use custom code or
existing libraries to create task-specific visualizations of structured
and unstructured data. Each component is also fully interactive:
users can filter, group, or select instances either through a UI tool-
bar or code. These interactions are reactively synchronized across
Symphony components, enabling linked visualizations. Symphony’s
cross-platform availability enables ML practitioners to use the same
components for both exploring and sharing insights about their
ML systems (Figure 2).

We worked with ML teams at Apple to both design Symphony
and apply it to deployed ML projects. To collect the diverse require-
ments and use cases for ML interfaces, we conducted participatory
design sessions with 10 ML teams with a total of 31 ML practitioners.
Informed by these sessions, we implemented a set of 11 components
supporting a range of different models and data types. We then
worked with 3 teams from the design sessions to deploy Symphony
in their machine learning workflows and ran a think-aloud study
with them to qualitatively evaluate Symphony.

Teams using Symphony with their real-world data and models
found surprising insights which they had not previously known,
such as duplicate instances, labeling errors, and model blind spots.
Participants also described a variety of use cases for Symphony,
from creating automated dataset reports to analyzing model perfor-
mance in computational notebooks. Moreover, participants that did
not previously share their analyses also showed interest in using
Symphony in their teams to better communicate the state of their
ML system with other stakeholders.

The main contribution of this work is Symphony, a framework for
composing interactive ML interfaces with task-specific, data-driven
visualization components. To design Symphony, we conducted for-
mative interviews, participatory design sessions, and case studies
on deployed ML workflows with a total of 39 ML practitioners
across 15 teams. Symphony enabled ML practitioners to discover
significant issues like dataset duplicates and model blind spots,
and encouraged them to share their insights with other stakehold-
ers. Symphony combines the following principles to improve upon
existing ML interfaces:

e Data-driven ML interfaces derived from and updated with
ML data and models.

o Task-specific visualizations for unstructured data and

modern machine learning models.

Interactive exploration tools for exploring different di-

mensions of an ML system.

e Reusable components that can be used, composed, and
shared across different platforms.

2 BACKGROUND AND RELATED WORK

Symphony bridges three areas of related work: ML documentation
methods, data visualization dashboards, and interactive program-
ming environments. First, the Symphony framework can be used
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Figure 2: A demonstration of Symphony running in both (A) a computational notebook and (B) a web-based UI with the same
visualization components and code. In a computational notebook, an ML practitioner passes their data and model outputs
directly from Python variables like Pandas Data Frames [45] to Symphony components. The ML practitioner can then export
the components to a self-contained, web-based UL This example shows Symphony loaded with the CIFAR-10 [40] dataset and
a trained image classification model. After reading a textual description of the dataset, a user found and selected duplicate car
instances which were reactively highlighted in the projection component and the confusion matrix. The user then explored
the confusion matrix to determine if the duplicates could be impacting model performance.

to write and share ML documentation. Second, Symphony compo-
nents can show complex visualizations and be composed into visual
analytics dashboards to help ML practitioners make sense of ML
data and models (Section 2.2). Lastly, Symphony components can
be used in and exported from interactive programming environ-
ments, like computational notebooks, which are often used by ML
practitioners (Section 2.3).

2.1 Documenting Data and Models

A variety of documentation methods exist to help ML practitioners
track and communicate details about their data and models. Without
knowing what a dataset contains or what a model has learned,
teams can inadvertently release Al products with issues like safety
concerns and biases [13, 15, 53, 54], as seen in numerous deployed
systems [8, 19, 55, 63].

Since machine learning models are a direct result of the data
they were trained on, it is important to first understand the data
behind an ML system. Datasheets for Datasets [17] applies the idea
of datasheets in electrical engineering to describe important at-
tributes of a dataset, such as collection methods and intended uses.
Similar work has focused on specific types of data, for example,
Data Statements [7] are tailored to natural language processing
datasets. These guidelines describe what should be included in
documentation, not how an author can create or share the result-
ing artifact [38]. Additionally, these documents are static IEX or
text documents that are disjoint from the backing data and models
and have to be manually updated. Since there is heterogeneity in

what information is important for each dataset, Holland et al. [23]
proposed the more general concept of Dataset Nutrition Labels,
modular graphs describing different aspects of a dataset. Like Sym-
phony, these labels use modular visualizations, however, they focus
on simple aggregate visualizations without displaying data samples
and do not support platforms where ML practitioners do their work.

A parallel line of research has focused on documenting machine
learning models. Model Cards [46] and FactSheets [4] are similar
concepts to Datasheets that can include important information and
details about machine learning models. These model reports include
information ranging from the model type and hyperparameters to
aggregate metrics and ethical considerations. Similar to Datasheets,
these types of documentation are disjoint from the backing data
and do not include interactive visualizations of model details and
performance metrics.

2.2 Visualization for Machine Learning

There are a growing number of visualization systems that help ML
practitioners make sense of modern ML systems with unstructured
datasets and machine learning models [21]. Visualizations can help
ML practitioners in tasks such as auditing models for bias [9], un-
derstanding the internals of deep learning architectures [22], and
guiding automatic model selection [10]. A full review of this lit-
erature is out of scope for this work, but we provide a sample of
representative systems to highlight the types of visualizations that
could be implemented as Symphony components.
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Data science work often starts with and leads back to under-
standing the backing data. Modern machine learning models and
tasks use unstructured data like images and audio that cannot be
visualized and explored with tables and histograms. Systems like
Know Your Data [28] and Facets [27] are visualization dashboards
for exploring unstructured data. Other visual analytics systems
process the data further to derive insights like outliers [11], biases
in a dataset [61], or mislabeled data instances [66]. With a deeper
understanding of their data, ML practitioners can more effectively
debug and improve their models.

The models ML practitioners use are often large, complex black-
box models like deep learning systems. Visualization systems like
Summit [22] and Seq2Seq-Vis [57] can help ML practitioners de-
velop a better mental model of how their machine learning sys-
tems work and what they are learning. Another set of systems,
including Model Tracker [3], Squares [50], AnchorViz [12], Con-
fusionFlow [20], What-if Tool [62], and MLCube [34], focus on
performance analysis and provide different views of a model’s er-
rors Lastly, there are tools for detecting potential biases [1] or
systematic errors [6, 64] in training data. These various of visual-
izations can be repackaged as Symphony components, for example,
we implement a version of FairVis [9] as a component for auditing
classifiers for bias.

Lastly, there are integrated systems that help ML practitioners
both implement and visualize ML models. One of the first systems
describing such an integrated system is Gestalt [48], a develop-
ment environment with visualizations for training and analyzing
classification models. A subsequent system focused on interactive
machine learning is Marcelle [16], which uses composable stages
and visualizations to create interactive ML interfaces. In contrast to
Gestalt and Marcell, Symphony is focused on the analysis stage of
ML systems, and includes important features such as cross-platform
support, reactivity, and a consistent data API which are not available
in Gestalt and Marcelle.

ML data and model visualizations are often deployed as visual
analytics dashboards that are separate from both interactive pro-
gramming environments that ML practitioners work with and ML
documentation shared with other stakeholders. This separation lim-
its who can use visualizations to understand ML data and models.
Symphony aims to bridge these worlds by bringing visualizations
both into notebooks where data work happens and into the docu-
mentation shared with other stakeholders.

2.3 Interactive Programming Environments

ML practitioners often use interactive programming environments
for exploring and modeling data since they can interact with and
iterate on their ML systems [35]. These environments are most com-
monly implemented as computational notebooks like Jupyter [37],
DataBricks [26], and Observable [29]. While computational note-
books have extensions for creating interactive visualizations, such
as the ipywidgets API [32] for Jupyter, they are often underused [5]
and hard to share [18, 35].

Several libraries exist for interactively visualizing data in note-
books. Graphing libraries such as Altair [58] and Plotly [30] allow
users to create interactive charts but only support a finite set of
graphs and require users to manually define what visualizations
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they want to use. Lux [41] and B2 [65] lower the cost of using visu-
alizations in notebooks by automatically providing relevant charts
for users’ data frames. These approaches help analyze tabular data,
but they lack the specific visual representations needed for machine
learning development.

A separate challenge is sharing visualizations and other note-
book outputs outside of the notebook context. Voila [60] tackles
this challenge directly by exporting full Jupyter notebooks to a
hosted website. ML practitioners can use Voila to share notebooks
that contain Symphony components, but it requires a Python kernel
to be running and Voila does not provide any visualizations itself.
Two visualization frameworks similar to Symphony, Panel [24] and
Plotly Dash [49], use independent components to create visualiza-
tions that can be used in both Jupyter notebooks and standalone
websites. However, these tools also have limitations for creating
complete ML interfaces: Panel visualizations are tied to the Jupyter
ecosystem and lack interactivity without a Python backend, while
Plotly Dash primarily supports Plotly charts and does not easily ex-
tend to custom visualizations. Symphony provides components that
are fully interactive in both notebooks and web Uls, and support any
JavaScript-based visualization. Additionally, Symphony’s shared
state synchronizes its components, enabling reactive brushing and
linking between views.

More recent interactive programming environments have moved
away from the notebook paradigm. For example, in the Stream-
lit [31] platform, users write Python scripts using a library that
renders interactive components in a separate website. While Stream-
lit supports interactive components like Jupyter notebooks, it is
primarily an environment focused on designing web applications
rather than exploratory data science or ML reporting. Exploratory
analysis is still often done in notebooks, and Streamlit requires
users to learn a new platform. Other platforms are moving away
from programming altogether, such as Glinda [14], a declarative
language that lets ML practitioners describe analysis steps in a
domain-specific language. Glinda does not define any specific visu-
alizations, but it could be complemented by Symphony components.
Since Symphony components are standalone JavaScript modules,
future wrappers could integrate Symphony components into data
science environments like Streamlit and Glinda.

3 FORMATIVE INTERVIEWS

To understand how ML interfaces are used in practice, we con-
ducted 7 semi-structured interviews with 9 participants at Apple.
We recruited participants through internal emails and messaging
boards and selected participants across a range of different roles,
including engineers, designers, researchers, and testing roles that
work on teams to build and deploy ML systems. Each interview
was conducted over a video call and lasted about an hour. First,
we asked participants about how they currently create and use dif-
ferent ML interfaces like documentation, visualization dashboards,
and widgets. We then asked them what the main limitations and
pain points are in current tools and what types of improvements
they would find helpful. From these need-finding interviews we
identified the following themes.

Use cases for ML interfaces. All participants agreed that creating
and sharing ML interfaces can help them build more robust and
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capable ML products. Participants described use cases of ML in-
terfaces in myriad tasks, such as “flagging failures for review,” (P2)
“detecting systematic failures,” (P4) and “fairness and bias education.”
(P1) Participants also mentioned stages across the entire ML process
in which ML interfaces can be useful, from “dataset curation and
sharing” (P5) to analysis “after an ML model has been trained,” (P7)
or “in all stages” (P1). Consequently, since different stakeholders
involved in an ML product need specific views of the data and
models, ML interfaces must be flexible enough to support analysis
across numerous tasks and domains.

Ad-hoc tools and analyses. While all participants detailed clear
use cases for ML interfaces, they also mentioned limitations pre-
venting them from using existing tools or sharing insights. One
participant bluntly stated “right now, we basically have no tools”
(P3) for analyzing ML systems. Instead, participants rely on ad-hoc,
hand-crafted visualizations for their specific analyses. For example,
one of our participants said their process for looking at instances
is to “manually examine icons in a file explorer.” (P9) Another par-
ticipant “looks at handcrafted summaries of select data subsets” (P4)
to do model analysis. Larger teams with more resources may have
bespoke tools, such as one participant that “use[s] a team-internal
tool to analyze data” (P6). Overall, a lack of adequate tooling leads to
ML practitioners using one-off, manual tools or ML teams investing
in their own, custom visualization systems.

Limitations of existing ML interfaces. Participants detailed a vari-
ety of technical roadblocks and time-consuming processes prevent-
ing them from using existing ML interfaces. Many tools require
users to wrangle and export their data into a specific format be-
fore loading it into a custom system or dashboard. However, as
one participant stated, “we do not have a lot of time for creating
such visualizations:” (P1) ML practitioners simply do not have the
bandwidth to do the setup and data wrangling work necessary to
use separate systems. ML practitioners’ main priority is working
on data and models, and “if it takes longer than 5-10 minutes, I am
not going to [use an ML interface] immediately” (P6).

Five participants mentioned explicitly that they do not use ML
interfaces because they are not available in the environments where
they work, and that “people would want to use easier tools.” (P3) For
example, “many data scientists want to explore their data in notebooks’
(P2) without having to open a separate system. Additionally, since
data and models update frequently, one participant wanted to “start
a job with checkboxes and buttons” (P6) and produce a self-updating
web UI that they would not have to manually author.

Lastly, the teams we talked to work with myriad data types, such
as video, 3D point cloud, tabular, image, and audio data, and desired
bespoke visualizations supporting their analysis needs. One par-
ticipant mentioned running and visualizing specific data analyses,
and “would want to specify algorithms because our problems are very
specialized.” (P8) However, current data science tools often only
provide visualizations for a limited set of data types and models.

>

Lack of communication between stakeholders. As a consequence
of limited, isolated interfaces, participants described various chal-
lenges for communicating and sharing insights. Since different
stakeholders prefer different environments, such as code-based
notebooks or standalone dashboards, it can be challenging to share
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insights with others. In addition to sharable interfaces, participants
also wanted cross-platform support for themselves, as one partici-
pant put it, ‘T would like both an environment for experimentation
and always there reliable visualizations.” (P2)

It can also be difficult to transfer visualizations and findings
between platforms that different stakeholders work with. One par-
ticipant lamented that ‘T am often not invited to the table until things
go wrong,” (P4) and in some teams “designers often times don’t have
access to data and model results.” (P3) In turn, decisions about ML
systems are made without all team members having a shared under-
standing of the current state and limitations of the project. Despite
these current limitations, participants thought that “fostering a
culture of sharing insights would be great.” (P3)

4 DESIGN GOALS

Based on the challenges we identified in the formative interviews,
we found that a successful framework for ML interfaces must fulfill
the following:

Enable data-driven ML interfaces. ML interfaces are often dis-
connected from an ML system’s backing data and model outputs [17,
46]. ML practitioners should be able to create visualizations that
are up-to-date and reflect an ML systems’ current state.

Support task-specific visualizations. Specialized visualizations
are often needed to make sense of the unstructured data and deep
learning models increasingly used in machine learning [51, 59]. ML
interfaces should support these task-specific visualization needs.

Provide interactive exploration tools. Static ML interfaces only
show a fixed subset of the possible analyses stakeholders may
need [38]. Interactive visualizations let different stakeholders dis-
cover and validate the patterns most relevant to their goals.

Make components reusable. Different stakeholders explore ML
systems in different environments, such as computational note-
books and web-based Uls. ML interfaces should be available across
environments and reusable for different domains and tasks.

5 SYMPHONY: A FRAMEWORK FOR
COMPOSING INTERACTIVE INTERFACES
FOR MACHINE LEARNING

Based on these design goals we built Symphony, a framework for
composing ML interfaces from interactive visualization compo-
nents. ML practitioners can explore their data and models using
Symphony components in a computational notebook and then com-
bine and transform them into web-based Uls. Symphony consists of
three primary features: modular components (Section 5.1), environ-
ment wrappers (Section 5.2), and interaction tools (Section 5.3). In
the following, we describe the specific design and implementation
choices we made to support these goals.

5.1 Modular Components

The building blocks of Symphony are independent, modular com-
ponents designed for task-specific visualizations (Figure 3, right).
A Symphony component is a JavaScript module that renders a web-
based visualization. We use the Svelte! web framework as the base

Thttps:/svelte.dev
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interaction tools or components themselves.

of Symphony components, but visualizations can be written using
any JavaScript code or library. JavaScript has a rich ecosystem of
libraries and APIs for creating interactive visualizations, like D3 and
Three.JS, which can be used to create Symphony components. This
flexibility is important for visualizing unstructured ML datasets,
something that is not supported by common charting libraries like
Matplotlib [25] or Altair [58].

Each Symphony component is passed three parameters: a meta-
data table, derived state variables like grouped tables, and references
to raw data instances like images. The metadata table contains a
row for each instance from which a set of state variables, such
as filtered and grouped tables are derived (state variables are de-
scribed in detail in Section 5.3). Components are also passed a URL
from which to fetch raw data samples such as images or audio
files. Symphony controls these three parameters, synchronizing and
reactively updating them across components.

New components can be created using a cookiecutter template
that generates all the boilerplate code needed to integrate com-
ponents with Symphony. In the cookiecutter code, a component
developer modifies the front-end JavaScript to create their custom
interactive visualization. They can make use of the parameters pro-
vided by Symphony to base their visualization on the data provided
by a ML practitioner. In the following Subsection we show how
these modular, reactive components can then be composed by a
Symphony wrapper to be used across different platforms.

5.2 Platform Wrappers

The primary goal of using self-contained components is to com-
pose and share them as flexible interfaces across different platforms.
This is done using Symphony’s next main feature, wrappers, which
connect components with a particular backing platform. These
wrappers have two primary functions - first, passing data from a
platform to Symphony in the correct format, and second, rendering
Symphony components in the platform’s UL To support both ex-
ploring and sharing ML interfaces, we implemented wrappers for
the two platforms most requested in our formative study, Jupyter
notebooks and web Uls. These platforms are also representative
of the two environments we found to be most used by ML practi-
tioners: programming environments for exploratory analysis and
web-based Ul interfaces for sharing insights.

The Python wrapper bundles Symphony components as pack-
ages which can be published to a package index like PyPI for use
in notebooks and Python scripts. To make Symphony interfaces
available in Jupyter notebooks, Symphony’s Python wrapper also
makes each component an ipywidget [32]. The ipywidgets API
renders web-based widgets in the Jupyter notebook UI and syn-
chronizes its variables with the Python kernel. Data tables like
Pandas DataFrames or Apache Arrow tables, along with an end-
point for raw instance files, can be passed to Symphony’s Python
wrapper to connect components to the data.

# Using Symphony in Python (e.g. a notebook)

import pandas as pd
from symphony import Symphony

# Import three Symphony components

from symphony_summary import SymphonySummary

from symphony_list import SymphonylList

from symphony_duplicates import SymphonyDuplicates

# Load data
IMAGE_PATH = 'images/cifar/'
metadata_table = pd.read_parquet('table.parquet')

# Initialize Symphony
symph = Symphony(metadata_table, files_path=IMAGE_PATH)

# Use Symphony components

symph .widget(SymphonySummary)
symph.widget(SymphonyList)
symph.widget(SymphonyDuplicates)

The second wrapper we implemented is for standalone, web-
based dashboards. To support this, each Symphony component
overrides an export function which is used by Symphony to trans-
form selected visualization components from Python code into
web-based Uls. Components can be configured before export to be
placed on different subpages and arranged within these pages to fit
particular use cases, as shown in Figure 5. These dashboards can
be authored in programming environments and then exported as a
statically hosted websites. The wrapper for web-based Uls provides
an HTML file which imports components as independent JavaScript
(ES6) modules. Since Symphony components are compiled to pure
JavaScript files, the standalone dashboard does not need a dedicated
backend and can be hosted on a static file server.
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Figure 4: A list component looking at audio samples from the ESC-50 environmental noise classification dataset. The toolbar
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of instances shown per page, and then (B) filtered to see only car horn noises. They then (C) grouped by the “take” feature,
and (D) selected a set of interesting instances. In a notebook a user can also set these parameters from code.

# Compose a Symphony web dashboard

symph.widget(SymphonySummary, page="Overview")

symph.widget(SymphonylList, page="Overview", width="M")

symph.widget(SymphonyDuplicates, page="Data Analysis",
width="M", height="L")

# Export Symphony as a standalone web dashboard
symph.export('./standalone’, name="Cifar 10")

# Run the Symphony dashboard in a web browser
symph.serve_static('./standalone")

New wrappers can be written to include Symphony components
in other platforms. For example, we began to explore how we can
enable users without programming experience to create Symphony
UIs using a drag-and-drop dashboard builder. We have also experi-
mented with integrating Symphony components in other interactive
programming environments like Streamlit [31] or Glinda [14].

5.3 Interactive Exploration Tools

The final key feature of Symphony is a set of tools for interacting
with and exploring data. Each component has the same interaction
tools, and changes are reactively synchronized between compo-
nents both in Jupyter notebooks and in web-based Uls. For the
web-based UI, state changes are also saved in the URL, allowing
stakeholders to share specific findings. Symphony’s interaction
tools were derived both from common interactions described by
participants in the formative study and findings from visualization
research [2, 67]. We included a subset of tools that we found to
be important for the specific components we implemented. These
tools include data filtering, grouping, and instance selection. Addi-
tional interaction tools can be added to Symphony by updating the
main Symphony package and platform wrappers with the new tool,
which is then available on different platforms and synchronized

across components. New interaction tools can then be accessed and
modified by individual Symphony components.

Users have three ways of using Symphony’s interaction tools:
through a Ul toolbar, Symphony components themselves, or code.
The Ul toolbar (Figure 4, right) is available both in interactive pro-
gramming environments (Figure 2, left) and the web-based dash-
boards (Figure2, right). We implemented this toolbar as another
Symphony component, which is shown alongside each component
in Jupyter notebooks for convenient access, and displayed as a
consistent sidebar for the web-based dashboard. Apart from the
UI toolbar, components not only have direct access to the global
Symphony state but can also modify it based on user interaction. For
example, individual data samples can be selected from whichever
component they are viewed in. Thus, component developers can
add custom controls to manipulate Symphony’s state. Lastly, ML
practitioners may want to make more complex data transformations
that cannot be mapped to UI components. For such use cases, Sym-
phony’s state can also be directly be manipulated within Python.
Whether in a notebook or Python script, users can set and retrieve
any of the state variables. In Jupyter notebooks, this allows for fluid
interactions between Ul and code in the style of Kery et al. [36]. Ad-
ditionally, Symphony’s state can be extracted from the web-based
UI and loaded into Python-based notebooks, making findings from
shared Symphony dashboards available to the ML practitioners in
code-based environments.

# Get selected items in GUI as a Python list
selected_items = symph.get_selected()

# Set selected items in GUI from a Python list
symph.set_selected(python_list)
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Figure 5: Symphony supports a diverse range of ML tasks.
Here we show examples of three distinct dashboards: (A) A
dataset overview with a textual description of the data’s ori-
gin, distribution plots, and example data instances. ML prac-
titioner can use this report to understand what a dataset con-
tains and what tasks they can use it for. (B) A data validation
dashboard to help ML practitioners track issues during data
collection, such as duplicate or out-of-distribution instances.
(C) A model analysis dashboard for exploring the perfor-
mance of an ML system. Users can find groups of incorrectly
classified instances in the embedding and drill down into
fairness metrics with respect to different data subgroups.
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6 PARTICIPATORY DESIGN SESSIONS

With the initial Symphony framework, we conducted a series of
participatory design sessions to understand the specific needs of
ML teams and design and develop an initial set of Symphony compo-
nents. We conducted 10 sessions where each session had between
1 and 7 people, with a total of 31 people across all sessions. We
recruited and contacted teams via internal mailing lists, and the
sessions lasted between 30 minutes and an hour. The first half of
each session consisted of a demonstration of a Symphony prototype
based on a mock dataset. In the second half of each session, we
asked participants to reflect on and describe their own work and
asked them about what additional features would be necessary to
integrate Symphony into their workflows.

6.1 Expanding Symphony’s Technical
Capabilities

From these participatory design sessions, we extracted a set of ad-

ditional needs and wants for Symphony. Rather than the high-level

goals presented in Section 4, the findings from the participatory

design sessions are more technical and tied to the implementation

of Symphony.

While displaying images directly in computational notebook
components was greatly appreciated by the participants working in
computer vision, the teams working in different domains expressed
interest in previewing and visualizing other data types. To demon-
strate Symphony’s ability to support other unstructured data types,
we made the display of data sample modular and added audio data
as an additional supported data type. To visualize other types of
data, a developer just has to implement a rendering function for
the new data which all components can use.

Some teams work with large models trained on big data, which
originally exceeded Symphony’s ability to scale and led to long
load times. In response, we implemented pagination for all the
components that display raw data. Depending on the data type, the
number of samples per page can be adjusted, allowing Symphony
to scale to millions of data samples. For even larger datasets, where
a ML practitioner wants to load and visualize hundreds of millions
of data points, the browser memory becomes a limiting factor for
holding the backing metadata table. For these truly large datasets,
we suggest users select representative subsets for detailed analysis;
however, scaling beyond millions of data instances is described in
Figure 8.

Interactive exploration is a powerful analysis technique when de-
veloping ML systems. However, for ML projects that contain many
datasets, compounded when data or models are rapidly chang-
ing, participants expressed interest in automatically generating
shareable dashboards and reports to support streaming data and
automatic model retraining. Apart from providing Symphony as
an authoring tool in computational notebooks, ML practitioners
can also write Python scripts that consume ML data and model
outputs, assemble a selection of components, and create and export
a standalone Symphony web UL
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6.2 Implemented Symphony Components for
Data and Model Analysis

Informed by the feedback and needs expressed in the participatory
design sessions, we implemented an initial set of 11 components
shown in Figure 6. These initial components cover various data and
model analysis tasks, from finding potential duplicates in a dataset
to auditing models for biases. We created all components using the
component cookiecutter template described in Figure 5.1.

The first set of components created cover overview descriptions
and summaries of an ML dataset. The markdown component (A) lets
Symphony replicate existing documentation methods like Datasheets
and Model Cards by writing rich text content. Users can follow ex-
isting guidelines to document essential information about a dataset
or model often overlooked or not described. The list component (B)
shows a paginated list of data instances, with support for a variety
of data types like images and audio. Multiple ML practitioners re-
quested this feature, since they currently use file explorers outside
of a notebook or one-off functions to look at individual instances.
Distribution charts and counts in the summary component (C) pro-
vide a high-level overview of data and can help detect potential
biases or skews in a dataset. Lastly, we developed two additional
components, a 3D path component (D) and map component (E), for
exploring specific data types like health sensor data and geographic
distributions.

We also implemented a set of components for more complex
analysis of unstructured datasets that were important to multiple
teams. We first compute a model embedding from a deep learning
model on the provided data instances, from which different metrics
are calculated. For the first of these components we use a nearest
neighbors algorithm based on cosine distance in embedding space
to find potential groups of duplicate instances (F), which could
impact training performance or the validity of test set accuracy. In
the next component, we fit a Mixture of Gaussians model on the
embeddings to calculate a familiarity score for each data point. We
find the most and least familiar instances in a dataset (G) by sorting

by familiarity score. Instances with low familiarity scores can be
outliers or mislabeled instances, while high familiarity instances
can show over-represented types of data. Finally, there is a 2D
projection embedding (H) that shows a dimensionality reduced
representation of the embeddings. The embedding can be used to
find various interesting data and model patterns and is especially
useful when used to explore insights found in other components.

The last set of components we implemented focus on analyzing
and debugging ML models. The classic confusion matrix component
(I) is important for initial debugging of classification models. Other
classification tasks that use data with hierarchical or multi-label
data can be explored using a hierarchical confusion matrix com-
ponent (J). We primarily implemented this component for a team
in the participatory design sessions that was working on hierar-
chical classification models. Lastly, we built a set of visualizations
for analyzing model performance across intersectional subgroups
(G) based on a system by Cabrera et al. [9]. The visualization can
help users audit their models for biases, something which multiple
product teams were interested in.

We used three different methods for implementing the above
Symphony components. Symphony components are Svelte and
JavaScript (JS) files, so authors can create new visualizations with
their preferred front-end libraries. For components without exist-
ing libraries, we used JavaScript in combination with visualization
packages such as Vega and D3. Symphony can also use off-the-shelf
JS libraries, for example, we used REGL Scatterplot [42], a WebGL
library, to create the projection component. Lastly, since Symphony
components are made with Svelte, we can also directly use Svelte
components, which is what we did with the Hierarchical Confusion
Matrix. These different strategies for creating components provide
the flexibility to implement custom visualizations while also allow-
ing developers to use off-the-shelf libraries and visualizations.
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7 CASE STUDIES ON DEPLOYED ML SYSTEMS

Lastly, we evaluated Symphony with ML practitioners and stake-
holders working on real-world ML products. We worked with three
ML teams at Apple, drawn from the participatory design sessions,
to integrate Symphony with their data and ML pipelines. The teams
focus on different machine learning tasks, namely dataset creation
and labeling, accessibility research, and ML education. To under-
stand the affordances and limitations of Symphony, we conducted
think-aloud studies lasting 60 minutes where a member of each
team used Symphony to explore a Jupyter notebook and create a
web-based dashboard for their data and model. While field studies
like ours excel at capturing how participants actually work, this
data has to be collected opportunistically. We believe these case
studies capture the target audience of Symphony, cross-functional
teams working on modern ML models trained on unstructured data,
but may have some insights specific to organizational workflows.

Before the study, we sent a member of each team, the main par-
ticipant, a Jupyter notebook that imported their data and displayed
a set of Symphony components applicable to their domain and task.
The study was split into three main sections. For the first third of
the study, we asked the team to think aloud while the main partici-
pant used the notebook and Symphony components to explore the
data and model freely. In the second part of the study, we asked
the main participant to export the Symphony components (using a
command in the notebook) to a standalone dashboard and continue
exploring in the exported web UL For the final part of the study,
we asked the team for feedback on Symphony and discussed what
types of use cases or limitations they found.

7.1 Case Study I: Validating and Sharing Data
Patterns on a Dataset Creation Team

For the first case study, we worked with a team that assembles and
labels large machine learning datasets. Their datasets are composed
of labeled images and videos which they publish to an internal
data repository. The team was interested in using Symphony in two
ways, first, using it during dataset creation to detect errors in the
data and labels, and second, as a reporting tool to give consumers
of the dataset details about the data. Given these requirements, we
loaded Symphony with the list (Figure 6 (B)), summary (Figure 6
(C)), duplicates (Figure 6 (F)), familiarity (Figure 6 (G)), projection
(Figure 6 (H)), and map (Figure 6 (E)) components.

The main participant started in the notebook and used multiple
components and interaction tools in concert to spot unexpected
patterns in their data. They made extensive use of Symphony’s
toolbar to combine filters and select subsets of data in which they
were interested. When using the notebook, they commented that
“there are a lot of neat things here, first, the filter carried over, and it
is so cool to see the data samples and metadata within the notebook.”
The synchronized, reactive state let them validate insights from the
filtered summary charts with the actual raw instance previews in
the list view. Next, the main participant moved on to the duplicates
and familiarity components, where they found a couple of labeling
errors that they suspected existed in their dataset but had not been
able to validate previously. After transitioning to the standalone
dashboard, the first component they looked at was the projection
visualization. They used the projection to find a closely clustered
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group of instances where a few highlighted points that the model
had misclassified. In the standalone dashboard, they also dubbed the
map visualization “very useful” , especially when sharing reports
of their data collection efforts with managers or policymakers.

Overall, the team found “a lot of value here” when using Sym-
phony. They mentioned that the workflow they would most pre-
fer would be automatically generating shareable reports for every
dataset they published: “programmatic generation and live visu-
alizations are awesome, being able to pop these charts into all our
READMESs would be amazing.” They saw the standalone dashboard
that they created with Symphony as a “great starting point” for
analyzing their datasets, and that they could see people use the
notebooks for more detailed analysis: “if people want to drill down
more, and get exact specific access, summon the notebook.” Being
able to create different interfaces with subsets of visualization com-
ponents was important for them as well, as different audiences
have different needs and they “do not want customers to do the data
cleanup” for them.

The team also identified usability issues and limitations in Sym-
phony. When initially using the projection component, the main
participant was not sure what it showed and thought that “this
component would need some introduction, as it has complex controls.”
They also requested additional components, such as heatmaps and
other 2D graphs, to do a more detailed analysis of distributions.
Lastly, the main limitation for directly using Symphony was not
being able to attach the raw data files to a Symphony interface as
their data samples are often not hosted and too large to duplicate.

7.2 Case Study II: Debugging Training Data on
an Accessibility Team

In the second case study, we worked with a team that uses ML
to make software applications more accessible. They have a large
dataset of icon screenshots for which we assembled a similar set of
components to the dataset creation team. We included the summary
(Figure 6 (F)), duplicates (Figure 6 (A)), familiarity (Figure 6 (B), and
projection (Figure 6 (H)) components .

When exploring the notebook, the participant found the du-
plicates, familiarity, and scatterplot components to be the most
interesting. Since they use an automated approach to collect their
data, the participant assumed that there were likely duplicates in
the dataset but had protocols to ensure they would not be across
the training and testing set. Using the duplicates component, they
confirmed that a significant number of icons were duplicates, but
when they used the grouping interaction to split the data by test-
ing and training they found that a significant number of instances
were duplicated across the two datasets. The combination of the
duplicates visualization and grouping interaction tool helped them
discover that they “were cheating learning on samples we test for.”
The participant identified the problematic duplicates and selected
them in the notebook to remove from the test set with a Python
command later. Next, the participant explored the familiarity com-
ponent and found a large number of similar grey icons, based on
which they wondered if “the model might overfit on these samples.”
Finally, using the projection visualization, they found a dispersed
cluster of instances with different labels. When they selected the
group, they found that the instances were all PNG images in the

]



Symphony

test set, while the training set only contained JPEG images. The par-
ticipant then mentioned they “want to test their model specifically
on PNG images to assess how the model generalized.”

Overall, the participant mentioned that they would “want to
try and use this to share insights within the team.” Additionally,
they found the notebook-based visualizations personally useful
to “look into the data,” which they had previously done manually
using a file explorer outside of the notebook. They mentioned that
they would likely use a computational notebook to explore data,
and only use the standalone dashboards to share insights or when
they wanted more visualization space. The main feature the team
wanted was to combine data and model findings to understand the
impact of data changes: “it would be super helpful to also add models
and combine model analysis with existing components.” While this
analysis is possible with existing model analysis components, future
components could specifically combine data and model information.

7.3 Case Study III: Promoting Data Exploration
for ML Novices on an Education Team

For the final case study, we collaborated with a team focused on ML
education. They teach courses about ML principles and techniques
to engineers, and also teach their audience about data and model
analysis tools. They sent us a list of datasets they commonly explore
with students from which we selected two representative datasets,
one audio dataset for data analysis and one image dataset for model
analysis. For the audio dataset we used the same components as in
the previous evaluation. To support model analysis for the image
dataset, we used the summary (Figure 6 (F)), hierarchical confusion
matrix (Figure 6 (D)), FairVis (Figure 6 (K)), and projection (Figure 6
(H)) components.

The team was interested in how they could use separate com-
ponents in concert. They used the cross-filtering and grouping
heavily to combine, for example, the projection visualization with
the summary component to spot misclassified samples. They also
used the confusion matrix visualization in combination with our
filtering tool. For example, they filtered out the correctly classified
data samples from the metadata table to highlight misclassifica-
tions and described the resulting confusion matrix as “a fantastic
graphic.” They were also intrigued by being able to display a list
of data samples in notebooks or a standalone dashboard, as they
“constantly tell [their] students to look at a lot of examples” but are
currently limited to seeing one or two instance at a time and “just
graph things using matplotlib or pillow.”

Overall, the team found Symphony to be a valuable tool for ML
tasks and thought it could play a part in one of their lessons, as
“promoting looking at data is extremely important.” They remarked
that “in Python, its very easy to ignore the data, anything you can
do to bring the data to the forefront is great.” Thus, they wanted
to use Symphony during their courses in multiple ways, namely
using the “notebook for generating interfaces, then exporting them
to teach a group such that they can open the website and everyone
can explore on their own or follow my instructions.” This way, they
hoped that “[students] can play with it and experiment talk about
how to communicate results for ML models.” They also particularly
liked the option to assemble visualizations, for example when their
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students learn how to “communicate findings to executives” and
“graphing the relevant, and hiding the irrelevant.”

As for limitations, they wanted to be able to unlink the state
of different components to experiment with them independently.
They also mentioned that they would like to load more data types
than just the currently implemented audio, images, and tabular data,
namely text data. While this is not possible right now, Symphony
could be extended to more data types by augmenting the data
sample adapter we provide.

8 LIMITATIONS AND FUTURE WORK

In both the pilot studies and case studies, we found ways in which
Symphony could be further improved.

Authoring components. Symphony components are written using
JavaScript code and web-based visualization libraries. Programming
these visualizations requires expertise in web development and
visualization, which limits who can create new components. Future
work could explore ways to lower the barrier to authoring new
visualization components. Potential strategies to make component
creation more accessible include using grammars for interactive
graphics, such as Vega [52], or Ul-based visualization builders like
Tableau [43]. Additional research would be needed to make these
tools more expressive for unstructured data and ML models.

Scaling past millions of data points. Symphony currently loads
the backing metadata table used for Symphony into web browser
memory. This scales to tens of millions of data points, which, while
sufficient for many modern ML tasks, does not cover all domains. In
our design sessions, we spoke to teams with terabyte-scale metadata
tables that do not fit in browser memory. Future work could explore
ways to support this scale while still providing direct interactivity
with the underlying data and models. Using an external API or
backend for data processing combined with more efficient data
queries could support massive data but would limit where the web-
based UI could be used.

Beyond conventional data science platforms. In this work, we im-
plemented Symphony wrappers for computational notebooks, pro-
gramming environments, and web-based dashboards. While these
platforms cover a significant portion of where ML work happens,
future work could explore how Symphony could be incorporated
into other platforms, especially those which are currently isolated
from data science work. For example, Symphony interfaces could
be included in messaging services, documents, presentations, or
issue trackers to further bring the benefits of Symphony to more
people. New design studies could be conducted to understand how
users in common communication platforms like instant messaging
would benefit from and use Symphony components.

Guided usage of Symphony. ML practitioners can use Symphony
for a wide array of ML analyses, from dataset debugging to auditing
models for bias. This gamut of uses stands in contrast to more
prescriptive approaches like Datsheets [17], Model Cards [46], and
checklists [44] which define an ordered list of what an ML interface
should show. While ML practitioners can use Symphony for more
types of analyses, it does not provide any guidance to users about
which components might be the most adequate or useful for a given
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task. Future work could look at combining Symphonys open-ended,
exploratory approach with more prescriptive guidance.

Scope of case study findings. Lastly, our case studies were con-
ducted with ML practitioners at a single institution that works
on large ML models trained on unstructured data, often using
notebooks and visualization dashboards. While we believe these
tools and ML development practices exist widely in industry and
academia, we recognize some of our findings may not generalize
to other organizations or types of users such as machine learning
enthusiasts, hobbyists, or small teams. Further studies could explore
Symphony’s affordances and drawbacks in these distinct settings.

9 DISCUSSION

Symphony provides a common substrate for ML interfaces that
enables both exploratory analysis and sharable ML interfaces. By
meeting different users where they work, Symphony empowers
each member of an ML team to have direct access and knowledge
of the data and models powering an Al product.

While the case studies described scenarios where ML practition-
ers work in programming environments and then transition to
web-based Uls, we also observed in our studies that ML practition-
ers can benefit from going the opposite direction: transitioning from
a web-based UI back to a programming environment. When a user
finds an interesting insight in a standalone Symphony dashboard,
they can copy their findings to the programming environments
along with state variables like filters and groups. Existing analysis
tooling often suffers from an “expressiveness cliff”, where only a
fixed set of visualizations and data manipulations is available. Sym-
phony allows users to return to programming environments where
they have more flexible analysis tools.

ML practitioners’ desire to use Symphony for exploration could
also encourage them to share their insights more frequently. If
ML practitioners are using a set of Symphony components for ex-
ploratory analysis in a notebook, no additional work is needed
for them to export it as a standalone, shareable UL Participants
mentioned the ability to programmatically combine components
as a major benefit, allowing them to go from exploration to an in-
teractive, web-based UI without using a different tool. Additionally,
Symphony interfaces can be redeployed continuously whenever the
data and model are updated, supporting ML tasks with streaming
data or automatic model retraining.

By integrating with existing data science platforms, Symphony
could also encourage broader use of task-specific ML visualizations.
ML visualization systems are often implemented as one-off web
dashboards [1, 9, 10, 22, 39, 64] that require users to wrangle and
export their data into systems separate from where they do ML
development. Symphony includes task-specific visualization com-
ponents directly in data since platforms like Jupyter notebooks,
and the components can consume data from standard data APIs
like Pandas Data Frames. In turn, implementing ML visualizations
as independent components in a framework like Symphony could
increase their use and longevity.

Beyond helping individuals understand ML systems, Symphony
is intended to foster a shared organizational understanding [69]
between stakeholders on an ML team. Symphony interfaces act
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as boundary objects for large, cross-functional ML teams. Bound-
ary objects are artifacts that are “both plastic enough to adapt to
local needs and the constraints of the several parties employing them,
yet robust enough to maintain a common identity across sites” [56].
Symphony can serve as a boundary object for ML teams, providing
interfaces that adapt to the different needs of stakeholders. At the
same time, “The creation and management of boundary objects is
a key process in developing and maintaining coherence across in-
tersecting social worlds” [56]. Symphony aids in this creation and
management process, bridging the gap between the intersecting
worlds of different ML stakeholders such as engineers, designers,
and product managers.

10 CONCLUSION

In this work, we designed and implemented Symphony, a frame-
work for composing interactive ML interfaces with data-driven,
task-specific visualization components. Symphony’s visualizations
helped ML teams find important issues such as data duplicates and
model blind spots. Additionally, We found that by providing ML
interfaces in the data science platforms where ML practitioners
work, Symphony can encourage ML practitioners to want to use
and share insights. With data-driven components that diverse stake-
holders across an ML team can use, Symphony fosters a culture of
shared ML understanding and encourages the creation of accurate,
responsible, and robust Al products.
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